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Inspiration by Applications: Biomedicine

Analyzed blood samples

Find biomarkers of a disease

Predict disease
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The Classification/Regression/Feature Selection Problem

Few samples

102 – 104 features

Uncertain data

Interpretability required

Multiple solutions possible

Allow a domain expert to choose
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The Problem

y = Xβ (+ noise)

Analytical view: find βs that are both sparse and accurate:

||Xβ − y ||l2 ≤ ε and ||β||l0 ≤ δ.

Probabilistic view: what βs are most likely given data X , y?

Assume: noise ∼ N (0, σ2
e I ) =⇒ Maximum likelihood estimate:

βMLE = argmaxβ log p(y |β) = argminβ ||Xβ − y ||2l2 .

Each valid solution β corresponds to a peak in likelihood.
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Approach to the Problem

1 Bayes: admit uncertainty

2 Approximation

3 New optimization problem

4 Stochastic gradient descent
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Bayesian Inference

posterior distribution =
evidence from data× prior distribution

normalization constant
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Posterior Approximation by Gaussian Mixtures

True posterior: too difficult to compute

Approximation: multimodal, easier to compute
(use mixture of Gaussians ⇒ find its parameters)

Goodness of fit measure: Kullback-Leibler divergence
(trick: Evidence Lower Bound ⇒ solve a different problem)
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The Problem to Be Computed

Definition (The Parametrized Maximization Problem)

argmax∀µ(k), ∀Σ(k), ∀αk

∫∫
q(Z) log

(
p(X|Z) p(Z)

q(Z)

)
dµ dσ,

where:

X = {X , y} . . . all known stuff,

Z =
{
µ(k), Σ(k), αk , . . .

}
. . . all unknown stuff,

p(Z) . . . appropriate sparse prior,

p(X|Z) . . . data likelihood (y ∼ N
(
Xµ(k), σ2

e I
)
),

q(Z) =
∑m

k=1 αkN (µ(k),Σ(k)) . . . posterior’s approximation.
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Solving the Optimization Problem

Use Stochastic Gradient Descent:

Implicit reparametrization of mixture gradients

Modified ADAM optimizer

Automatic differentiation
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Overview

Problem: feature selection within classification/regression

Idea: provide all solutions of required quality & sparsity

Approach:
1 Bayes theorem (sparse prior)
2 Posterior approximation (multimodal Gaussian mixture)
3 New optimization problem (use ELBO)
4 Stochastic Gradient Descent (hardcore & tailored)
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Thank you for your attention.
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