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Decision Making Runs in Closed Loop

Figure: Schema of the closed loop

...quantification of user’s preferences is hard
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Fully Probabilistic Design (FPD)

It introduces the ideal distribution of behavior

c i (b) =
∏
t∈T

mi (st |at , st−1)r i (at |st−1),

to which the real one

cπ(b) =
∏
t∈T

m(st |at , st−1)r(at |st−1)

tries to get closer. The similarity of these two
distributions is measured by Kullback-Leibler di-
vergence

D(cπ ||c i ) =

∫
b∈B

cπ(b) ln

(
cπ(b)

c i (b)

)
.

Then the optimal policy is

π0 ∈ arg min
π∈Π

D(cπ ||c i ).

The selected actions a and observed
states s up to the horizon h ∈ N

b = (s0, a1, s1, a2, . . . , ah, sh),

describe the behavior.

The sequence of decision rules

π = (r(a1|s0), r(a2|s1), .., r(ah|sh−1)),

forms action generating policy.

The sequence of probability densities

m = (m(s1|a1, s0),m(s2|a2, s1), ..,m(sh|ah, sh−1))

forms the model of the system.
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The Problem: Ideal Distribution c i is Hard to Specify

The optimal ideal distribution : c i0 ∈ arg minc i∈Ci minπ∈Π D(cπ||c i ).

Solved for

ri ∈ Ri ≡

{
ri : supp[ri ] = A

}
, it provides exploration (1)

(1− w) the probability (Si ) + w probability (Ai ) should be maximal

Problem
Satisfactory weight w ∈ [0, 1] is unknown.
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Solution: User Judges Behavior for Given w

Figure: Schema of the upper level closed loop for PE.
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Simulated system

Comparison of number of states and actions for the system 15x7x15,
which was created using the “heat equation”

yt = 0.028yt−1+1.81yt−2−0.817yt−3+0.1at−0.16at−1+0.05N (0, 1), (2)

where at is a uniformly selected discrete action from A = {1, . . . , 7}.
Thousand of sample Yt were discretized and affine mapped on
S = {1, . . . , 15}. The occurrence of triplets was mapped on simulated
transition probabilities.
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Price paid for individual actions

action 1 2 3 4 5 6 7

price 3 2 1 0 1 2 3

Price paid for individual states

state 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

price 4 3 3 2 2 1 1 0 1 1 2 2 3 3 4

Behavior wanted by the user:

Preferred set of states Si = {8} and of actions Ai = {4}.
Marking by the user:

Every 10 steps the state and action sequences were shown

The user marked the sequences (school marks 1, . . . , 5)

Upper level decision making:

The upper model related weight w and internal ν to the mark

The upper feedback choose w , ν to get the best mark

The simulation continued with the improved w and ν.
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Experiment 1.
Simulations without the user.

(1) States for Si = {8},Ai = A
w = 0

(2) Actions for Si = {8},Ai = A
w = 0

(3) States for Si = {8},Ai = {4}
w = 0.3

(4) Actions for Si = {8},Ai = {4}
w = 0.3
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Experiment 2.
Preferred Si = {8}, Ai = {4} both weight w and ν were tuned via the
user’s marks.

(5) States for the 1st user (6) Actions for the 1st user

(7) States for the 2nd user (8) Actions for the 2nd user
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Comparison

The price paid for actions of all experiments.

Parameters Actions
price

States
price

Total
price

Number
of pre-
ferred
action

Number of
preferred
state

w = 0, ν = 1 1086 370 1456 170 440

w = 0.3, ν = 1 181 475 656 698 335

1st user 281 403 684 614 403

2nd user 219 420 639 692 386
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(9) Parameter w in time for the 1st

user
(10) Parameter w in time for the 2nd

user

(11) Evolution of marks of 1st user (12) Evolution of marks of 2nd user

Siváková User’s Feedback in Preference Elicitation 24.6.2022 12 / 16



(13) Parameter ν in time for 1st user

(14) Parameter ν in time for 2nd user
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Conclusion

The DM with and without user‘s control was compared.

Preferences elicitation is an important and hard task.

Open: missing more realistic systems with larger dimension

Adding more free parameters to the upper level closed-loop, for
example extension of the sets of preferred states and actions.

Experiments with more users.

Continuous states/actions, fight with the dimensionality curse

Thank you for your attention!
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M. Kárný and T.V. Guy.

Preference elicitation within framework of fully probabilistic design of decision strategies.
In IFAC Int. Workshop on Adaptive and Learning Control Systems, volume 52, pages 239–244, 2019.
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