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#### Abstract

This thesis is about the alignment of vertex semiconductor detectors of the Belle II experiment. It is divided into several sections. The first part introduces the Belle II experiment as a new generation B-factory, with its ambitious plans of data taking and physical analysis. The second part follows with a more detailed description of Belle II detector and software tools designed for their alignment and calibration. The central part of the thesis describes physical processes used for calibration of the vertex detector, connected with the search of an optimal solution for run-time monitoring and calibration of the detector. We also tested the effect of misalignment on the Belle II tracking software. The following part gives results of the study of misalignment effects on physical observables related to analysis of selected physical channels. The last part describes the development of a data quality monitoring tool for the tracking system. The tools has to provide a run-time diagnostic of misalignment and miscalibration by monitoring the precision and accuracy of reconstruction of physical observables.
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## Introduction

In particle physics, flavour is the property that distinguishes different families of basic building blocks of matter. The flavour defines six members of the lepton sector (the electron, the muon, the tau, the electron-neutrino, the muon-neutrino and the tau-neutrino) and six quarks (designated up, down, charm, strange, top and bottom). Flavour physics studies interactions that distinguish between flavours. The gauge interactions that are related to unbroken symmetries and mediated therefore by massless gauge bosons do not distinguish among flavours and do not constitute part of flavour physics [1].

## CP Violation

CP violation is the violation of the combined conservation laws associated with charge conjugation $(\mathrm{C})$ and parity $(\mathrm{P})$. Charge conjugation is a mathematical operation that reverses sign of additive quantum numbers, thus changing particles to antiparticles and vice versa. Charge conjugation implies that every charged particle has an opposite-charged antimatter counterpart, or antiparticle. Parity, or space inversion, is the reflection in the origin of the space coordinates of a particle or a particle system.

For years it was assumed that charge conjugation and parity were exact symmetries of elementary processes. Since 1964 experiments have demonstrated that CP symmetry is violated. The first demonstration of CP violation was done using the electrically neutral K meson [2].

In 1972 M. Kobayashi and T. Maskawa published their explanation of CP violation [3]. The theory predicted CKM (Cabibbo-Kobayashi-Maskawa) mixing matrix and three generations of fundamental particles. The CKM matrix is a unitary matrix and can be parametrized by three real mixing angles and one complex phase. The CKM parameters can be shown as unitary triangle in phase space, which is parametrized via $\bar{\eta}$ and $\bar{\rho}$ (Fig. 11) [4]. Since publishing of the Kobayashi-Maskawa theory physicists wanted to test the theory and discover the third generation of quarks. The quarks have been discovered in the 1980's and 1990's [5] [6] [7]. Kobayashi and Maskawa were for their theory awarded by Nobel prize in 2008 [8]. The universality of the KM idea can be shown via the mixing matrix in lepton sector. The mixing matrix in lepton sector is used for explanation of neutrino oscillations. This theory predicts that neutrino has mass. In this case T. Kajita and A. B. McDonald were awarded Nobel Prize in 2015 for the discovery of neutrino oscillations [9].

## CP violation in experiments

CP violation can be measured by $\mathrm{K}_{S, L} \rightarrow \pi \pi$ decay rates (e.g. NA48 experiment [10] and other) or measurement of CKM parameters by very rare decays, such as $\mathrm{K} \rightarrow \pi l^{+} l^{-}$by NA62 experiment [11.


Figure 1: The Unitary triangle: The CKM parameters are $\alpha, \beta$ and $\gamma$ angles of the triangle in the $\bar{\rho}, \bar{\eta}$ phase space. The coloured objects describe constraints for CKM parameters.

Many experiments used B - decays for measurement of CP violation. These experiments are called "B factories" [12. The famous B factories were the Belle and BaBar experiments that laid ground for the Nobel Prize in 2008. The "golden observable" for B factories is the CP asymmetry between $\mathrm{B}^{0} \rightarrow \mathrm{~J} / \psi \mathrm{K}_{S}^{0}$ and $\overline{\mathrm{B}}^{0} \rightarrow J / \psi \mathrm{K}_{S}^{0}$. The B factories produce neutral mesons in pairs at centre-of-mass energy corresponding to the $\Upsilon(4 S)$ resonance. The technique for performing the interference measurement is illustrated in Fig 2. The produced pair is entangled in coherent quantum state until one of the mesons decays. Some of $\mathrm{B}^{0}$ meson decays produce a flavour-specific final state, i. e., the final-state particles can be used to determine whether the decaying meson was a $B^{0}$ or a $\overline{\mathrm{B}}^{0}$. Such a decay is called a "flavour-tag" decay. At the time this B meson decays, the accompanying B meson's flavour is constrained to being the opposite.

Every B factory must satisfy the baseline requirements for an experiment to measure the CP violating phases using the time-dependent CP asymmetry technique. The requirements are boosted $\mathrm{B}^{0} \overline{\mathrm{~B}}^{0}$ pairs, high luminosity, and high spatial resolution and large-coverage detector with excellent particle identification. The $\mathrm{B}^{0}$ and $\overline{\mathrm{B}}^{0}$ mesons must have decay lengths in laboratory long enough for the time sequence of their decays to be measured. This is achieved by an asymmetric energy of collisions in the laboratory frame. Because of a better resolution at the energy of the $\Upsilon(4 S)$ resonance, bunches of electrons and positrons are used for collisions. For an $e^{+} e^{-}$collider operating at $\Upsilon(4 S)$, this requires integrated
luminosities of at least $\sim 30 \mathrm{fb}^{-1}$ ，because of branching ratio of $\mathrm{B}^{0} \rightarrow \mathrm{~J} / \psi \mathrm{K}_{\text {short }}^{0}$ ［12］．Historically the newest approach is using B mesons produced in hadron collisions by the LHCb experiment．


Figure 2：Measurement of CP violation using $B$ decays：The $\Upsilon(4 S)$ particle decays into a pair of neutral B mesons． CP violation is determined from the distributions of differences between the vertices of both reconstructed neutral B mesons．The difference can be expressed in terms of time or position difference．

Belle II is an experiment under construction at the High Energy Accelerator Research Organization（高エネルギー加速器研究機構）in Tsukuba，Ibaraki pre－ fecture，Japan．The Belle II experiment is an upgrade of the Belle experiment and expected integrated luminosity is 50 times higher than in the previous ex－ periment．Belle II will continue and extend the physics program of Belle which finished operations in 2010．The main goal of Belle II is to continue the study of CP violation in B－meson decays．The Belle II program is extended in several directions，e．g．，to the search of new physics in rare processes．

## Alignment and calibration

In order to precisely reconstruct the decay vertex position of both $B$ mesons in an event and the proper time difference between their decays，accurate information is required on the position of the reconstructed detector hits left by charged particles travelling through the tracking volume．To determine the position of hits in 3D space，an extremely precise information in needed on the position of the detector in space．This information cannot be usually obtained to satisfactory precision during detector installation，and is acquired and updated during experiment op－ eration by analysis of particle tracks．This procedure is called detector alignment．

The present study deals with optimization of alignment procedure using the data of different physical processes．After alignment and calibration parameters of the detectors are determined，it is necessary to check if the achieved accuracy is sufficient for the physics analysis．

During data collection，is it necessary to keep track of the status of geometry
alignment and calibration. As ambient conditions may change during prolonged runs, the geometry components may move or deform, and detector parameters may vary with time as well. Sensitive detection of departures of geometry or configuration from an initial state is often based on monitoring of known physical parameters, such as well-known processes or parameters constrained by symmetries. Monte Carlo studies are used to make a link between such parameters and misalignment or miscalibration. By monitoring the accuracy or precision of reconstruction of the critical physical parameters, a flag can be raised when the quality of reconstruction decreases due to misalignment or miscalibration.

The motivation of this thesis is an alignment and calibration study of the Belle II tracking system. This thesis also describes the development of validation procedure used in the Belle II analysis framework.

The review part consists of two chapters. The first describes the SuperKEKB accelerator and the Belle II detector. The second explains alignment procedures.

The results part contains four chapters. The first contains results of alignment of the Belle II silicon vertex detector. The second describes convergence of alignment. The third shows the effects of misalignment on physical analysis. The fourth explains alignment validation and monitoring.

## 1. The Belle II detector

The Belle detector ran on the KEKB $e^{+} e^{-}$asymmetric energy collider between 1999 and 2010 [13]. The experiment was designed and optimized for observation of CP violation in the B meson system (Fig 1.2). In 2001, Belle was indeed able to observe CP asymmetries in B decay, which were expected and consistent with the KM theory. The Belle spectrometer was a general purpose device with reasonable solid coverage as well as high quality vertexing with silicon strip detectors, charged particle tracking with central drift chamber, and excellent electromagnetic calorimetry as well as muon and $K_{L}$ detection. These detector capabilities allowed Belle to not only cover most of the important topics in B physics, but also to make important discoveries in charm physics, tau lepton physics, hadron spectrometry and two-photon physics. KEKB was designed to run on or near the $\Upsilon(4 S)$ resonance, which is the optimal center of mass energy for the production of $\mathrm{B} \overline{\mathrm{B}}$ pairs. However, Belle also recorded a series of unique data sets at the $\Upsilon(1 S), \Upsilon(2 S)$ and $\Upsilon(5 S)$ resonances. KEKB broke all records for integrated and instantaneous luminosity for a high energy accelerator (Fig 1.1). As a result, Belle was able to integrate over one inverse attobarn of data.


Figure 1.1: The historical record of Belle integrated luminosity


Figure 1.2: The CP violation by the Belle experiment: The left column of figures shows $c \bar{c} K_{S}^{0}$ events and right column shows $J / \Psi \mathrm{K}_{L}^{0}$ events. The red lines correspond to particles composed of positively charged quarks and blue lines correspond to particles of negatively charged quarks.

### 1.1 The Belle II detector at SuperKEKB

SuperKEKB, which is the upgrade of the KEKB B factory, is a next generation high luminosity electron-positron collider with asymmetric energies. The
upgraded accelerator is designed to produce $\sim 50 \mathrm{ab}^{-1}$ collisions [14]. The collider can provide a clean environment for production of B meson pairs via $\Upsilon(4 S)$ resonance decay. The integrated luminosity corresponds to 55 billion of $\mathrm{B} \overline{\mathrm{B}}$ pairs, 47 billion of $\tau^{+} \tau^{-}$pairs and 65 billion of $c \bar{c}$ states.


Figure 1.3: Schematic view of SuperKEKB: The drawing shows all relevant collider system components that produce and deliver electrons and positrons to interaction point.

SuperKEKB is a double-ring collider (Fig. 1.3), the beam energy of the positrons (LER for low energy ring) is 4 GeV and that of the electrons (HER for high energy ring) is 7 GeV . Since continuous injection is necessary to maintain constant luminosity with a short beam lifetime, simultaneous injection among rings is required at SuperKEKB. Further requirements are a shorter beam intensity per pulse and low emittance for both electrons and positrons because the lifetime of the main rings will be very short at design beam currents and the injection aperture will be small. A photo-cathode RF gun is adopted to produce electrons and a flux concentrator is used to produce positron beams. Two-bunch-per-pulse injection is considered as well as increasing the beam intensity per pulse. Since the positrons coming from the flux concentrator have a large emittance, a damping ring is necessary to make the positron emittance small. The positron beam is accelerated up to 1.1 GeV by a linear accelerator and extracted to inject into the damping ring. The positron beam is injected to the linear accelerator again, then accelerated up to 4 GeV and injected to LER. After production electrons are accelerated to 7 GeV by the linear accelerator and injected to HER.

Beam collisions are kept during continuous injection. Nano-beam large-angle
crossing angle collision scheme is used. This scheme is based on a large crossing angle, small horizontal and vertical emittances. The crossing angle itself can be larger than in the machines generation before. The situation of the nano-beam crossing is similar to a collision with many micro bunches which have a short bunch length. The bunch crossing at interaction point is reduced to twentieth of bunch crossing of KEKB (Fig. 1.4).


Figure 1.4: Bunch crossing of KEKB (left) and SuperKEKB (right) at the intersection point

The particles produced in a collision fly from the interaction point (IP) into the volume of the Belle II detector (Fig. 1.5). The Belle II detector is mostly composed of upgraded Belle sub-detectors. The vertex detection system (VXD) is composed of a new silicon pixel detector (PXD) and strip detector (SVD). The tracking system includes the central drift chamber (CDC) and VXD. The particle identification (PID) system consists of TOP detector at the barrel and ARICH detector in forward endcap part. Energy of electromagnetic particles is measured by electromagnetic calorimeter (ECL). Long lived kaons and muons are detected by the KLM system.

### 1.2 The pixel detector

The beam-pipe radius at the interaction point will only be about 10 mm . The large expected background occupancy excludes strip detectors at radii below 40 mm . Therefore, pixel sensors form the two innermost layers. Because of extreme luminosity, necessity of very precise vertex reconstruction and requirement of minimalistic material budget, the thickness of PXD sensors is only $75 \mu \mathrm{~m}$ [16]. The PXD consists of two layers (Table 1.1). A ladder size of first layer is $15 \times$ $136 \mathrm{~mm}^{2}$ and second layer is $15 \times 170 \mathrm{~mm}^{2}$. Pixel size of sensors in outer region of first layer, marked 1.*. 1 in Fig. 1.10, is $50 \times 60 \mu \mathrm{~m}^{2}$ and in the central region sensors it is (1.*.2) is $50 \times 55 \mu \mathrm{~m}^{2}$. In the second layer pixel size for the outer region is $50 \times 85 \mu \mathrm{~m}^{2}$ and for central region it is $50 \times 70 \mu \mathrm{~m}^{2}$.

The PXD sensors are based on the DEPFET (DEPleted Field Effect Transistor) technology [17]. It is a semiconductor detector concept that combines detection and in-pixel amplification. It was invented by Josef Kemmer and Gerhard Lutz. The large scale fabrication is done by the Max Plank's Institute Semiconductor laboratory. Detectors based on DEPFET technology are now considered for implementation in several projects in the fields of astrophysics (BepiColombo [19],


Figure 1.5: Schematic cross-section of the Belle II detector: This figure shows all subdetectors. The PXD (light green), the SVD (orange) and the CDC (blue) compose the tracking system. The TOP (pink) and endcap PID as the ARICH (violet) detector are particle identification detectors. The crystals of the ECL (yellow) surround the PID detectors. The outermost detectors are the barrel and endcap KLM (dark green) [15].

ATHENA [18]), photon science (XFEL [20]) and high energy particle physics (ILC [18]).

According to Fig. 1.6 a p- channel is integrated onto a silicon detector substrate, which becomes fully depleted by a sufficiently high negative voltage to a p+contact on the back side. The doping profile of the bulk forms a minimum of the potential for electrons in a small region under the transistor gate channel. Incident particles generate electron-hole pairs within the fully depleted bulk. While the holes drift to the back contact, electrons are accumulated in the potential minimum. When the transistor is switched on, the electrons modulate the channel current. The signal charge and electrons from thermal noise are removed by increasing voltage on the clear $(\mathrm{n}+$ ) contact. The readout is non-destructive and can be repeated many times.
Cleargate and Clear contact are connected across rows of DEPFET cells (Fig. 1.7). The source and drain contacts are connected across columns. After a row of the matrix has been selected via the gate contact, all cells in this row can be read.


Figure 1.6: The PXD and SVD sensors: A DEPFET pixel (left side) and strips in the double-side SVD sensor (right side)

All other cells are turned off at this moment, and no current can flow between source and drain. Depending on the design the activated line can be read using either the source or the drain contact. Thereafter, the signal charges are erased from all the pixels of this line over the Cleargate- and clear contact. A second measurement is done, now with an empty internal gate, serving as a reference measurement. The difference between the two signals corresponds to the actual signal. After selecting the next line, the cycle starts all over again.


Figure 1.7: DEPFET pixel matrix with readout system: The readout system of DEPFET sensors is composed by switcher chips and source.

### 1.3 The strip vertex detector

The strip vertex detector (SVD) forms the outer part of the vertex detector. The SVD covers the full Belle II angular acceptance of $17^{\circ}<\theta<150^{\circ}$. The SVD is
able to reconstruct low- $p_{t}$ tracks, down to a few tens of $\mathrm{MeV} / \mathrm{c}$. This is particularly important for reconstruction of the $\mathrm{D}^{*}$ daughters. It is able to reconstruct $\mathrm{K}_{S}$ mesons that decay outside of the PXD volume. The requirements on the SVD are very low dead-time, mechanical stability, low mass and operation reliability.

Double-sided silicon strip detectors (DSSD) are used. The basic geometry of the strip, which includes orthogonally implanted $n$ and p strips on both sides of the detector (Fig. 1.6), provides two coordinate measurements for traversing particles.

When a charged particle passes through the DSSD sensor, the particle deposits its energy in the sensor, and electron-hole pairs are generated along the path. Since the electrons have negative charge, they will be collected by $N^{+}$strips, and holes will be collected by the $P^{+}$strips. They are observed as electric signals, and we can obtain two coordinates of the particle thanks to the mutually perpendicular strips: z direction is read by P-side and $r-\theta$ direction is read by $N^{-}$side.

The detector is composed of 4 layers (Table 1.1). The thickness of SVD sensors is $320 \mu \mathrm{~m}$ [21. Two different sensor shapes are used: rectangular sensors, which will be installed the barrel part, and trapezoidal-shape sensors to cover the forward region. All rectangular silicon sensors are double-sided with the long strips on the p -side, parallel to and facing the beam axis ( z ). The short n-side strips along $r-\theta$ are located on the sensor face towards the outside. The slanted sensors are similar, except that the long strips are not exactly parallel to z .

The size of rectangular sensors in the third layer (3.*.* in Fig. 1.10) is 38.4 $\times 122.8 \mathrm{~mm}^{2}$ with p-pitch $50 \mu \mathrm{~m}$ at $r-\phi$ side and n -pitch $160 \mu \mathrm{~m}$ at $z$ side. The size of rectangular parallel sensors in layer 4,5 and 6 is $57.6 \times 122.8 \mathrm{~mm}^{2}$ with p-pitch $75 \mu \mathrm{~m}$ at $r-\phi$ side and n-pitch $240 \mu \mathrm{~m}$ at $z$ side. The size of trapezoidal wedged sensors is $38.4-57.6 \times 122.8 \mathrm{~mm}^{2}$ with p-pitch $50-75 \mu \mathrm{~m}$ at $r-\phi$ side and n-pitch $240 \mu \mathrm{~m}$ at $z$ side.

The basic data on the VXD are shown in Table 1.1. The structure of VXD is shown in Fig. 1.8. Numbering of VXD layers, ladders and sensors is explained in Fig. 1.9 and Fig. 1.10 [22].

|  | Layer | Radius <br> $[\mathrm{mm}]$ | Ladders | Sensors <br> per ladder | Sensors | Alignment <br> parameters |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| PXD | 1 | 14 | 8 | 2 | 16 | 96 |
| PXD | 2 | 22 | 12 | 2 | 24 | 144 |
| SVD | 3 | 39 | 7 | 2 | 14 | 84 |
| SVD | 4 | 80 | 10 | 3 | 30 | 180 |
| SVD | 5 | 104 | 12 | 4 | 48 | 280 |
| SVD | 6 | 135 | 16 | 5 | 80 | 480 |
| Total |  | 65 |  | 212 | 1272 |  |

Table 1.1: Number of VXD sensors by layer and ladder


Figure 1.8: Layout of VXD sensors: Cross section of VXD in r-z (top) and r- $\phi$ (bottom) plane. Dimensions are in milimeters.


Figure 1.9: Numbering of VXD ladders: Layers and ladders of PXD (left) and SVD (right). Numbers are Layer.Ladder.


Figure 1.10: Numbering of $V X D$ sensors: The first two layers of VXD are PXD sensors (blue) and the outer four layer are SVD sensors (orange). Numbers are Layer.*.Sensor

### 1.4 The Central Drift Chamber

The outermost tracking detector is the central drift chamber (CDC). It plays three important roles: reconstruction of tracks, measurement of their momenta and particle identification using energy deposits in the gas volume. It is designed as a hollow cylinder with inner radius of 160 mm and outer radius of 1130 mm . The length of CDC is 2.4 m .

In CDC, there are 14336 sense and 42240 field wires in 56 layers. The sense wires are made of tungsten and plated with gold. The diameter of sense wires is $30 \mu \mathrm{~m}$. The field wires are made of aluminium and their diameter is $126 \mu \mathrm{~m}$. A layout of wires in layers and a drift cell is shown at Fig. 1.11.


Figure 1.11: Layout of sense (yellow) and field (violet) wires and a drift cell (black) [23].

The wires are arranged in superlayers. Each superlayer consists of six layers with the same orientation of wires. A superlayer, which measures the track position in $x y$ plane, is called axial superlayer and the wires of axial superlayer are parallel to the $z$ axis. A stereo superlayer is composed of wires with non-zero angle between sense wires and $z$ axis. The arrangement of the 9 superlayers can be represented as AUAVAUAVA (Fig. 1.12), with axial (A) and stereo superlayers with different angles (U and V). For better resolution the "U" superlayers have positive angle of orientation and "V" superlayers have negative angle.


Figure 1.12: Cross-section of CDC configuration: The CDC is composed by axial (black), positive stereo (blue) and negative stereo (red) superlayers.

The main structural components of the CDC (Fig. 1.13) are a thin carbon-fiber reinforced plastic (CFRP) inner cylinder, two aluminium endplates and a CFRP outer cylinder. The outer cylinder, with a thickness of 5 mm , supports most of the wire tension of about 4 tonnes. The inner cylinder is about 0.5 mm thin. Tapered aluminium endplates are used for the outer region to reduce the deformation by wire tension. The volume of CDC is filled by a helium-ethane gas mixture. The best choice of gas mixture is $50 \%$ helium and $50 \%$ ethane.


Figure 1.13: Structure of $C D C$

### 1.5 Belle II simulation reconstruction software system

The Belle II software system, basf2 (Belle Analysis and Simulation Framework 2), is based on the ideas from the Belle software system and other experiments such as ILC, LHCb, CDF and Alice [25]. The most common Linux operating systems are supported. The major code is written in C++ 11 and Python scripts are used for run steering. The basf2 is a framework structure with dynamic module loading. Events are processed sequentially by a chain of modules (path). The selection and arrangement of the modules is defined by user in a Python steering file. The set of external libraries is linked to basf2 to provide the necessary function. These include ROOT for storing common data needed for processing of events, Geant 4 for full detector simulation, Millepede II package with General broken lines method as calibration and alignment libraries and others.

All the geometry parameter values are stored in the XML format. Currently, geometry definitions are being moved in database and read from there. For simulation, the actual geometry is created using C++ builders from the repository parameters. The software is able to show event display using VGM software.

### 1.5.1 Monte Carlo simulation

Simulation of Monte Carlo event samples is done in three steps. The first step involves the generation of events for the various physics studies. The physics of B
decays and $e^{+} e^{-} \rightarrow c \bar{c}$ events are simulated by EvtGen and Pythia. A variety of other physics generators are used for various purposes, e.g. dark photon, exotic event generation and cosmic ray events. Particles produced by event generator are fed into the detector simulation.

The second step performs the simulation of the interaction of individual particles passing through the detector, described by all its different materials and geometries, and records the particles' energy deposits in sensitive volumes. The simulation is internally done by Geant4. After the event is processed, it is augmented with created hits, generated trajectories and created secondary particles. The hits are snapshots of physical interaction in sensitive parts of the detector and are saved in hits collections.

The third step simulates the process of signal generation, electronics effects and final detector hit creation. The digitization software performs for each detector component a detailed simulation of in-detector physics process together with electronic effects, taking into account the detector geometry and magnetic field information accessible via the geometry interface. The resulting simulated data can be processed further by the reconstruction modules of each detector component. The simulated information can be used as "truth" information during analysis.

## Generation of cosmic rays in the Belle II framework

The Belle II framework uses two different generators of cosmic rays. The older is called "cosmics" 26]. The cosmics is a single muon generator, which is based on the Belle generator. This generator uses acceptance correlations from Belle which cannot be generalized easily.

More advanced studies of cosmic rays can be done using Monte Carlo simulation of proton-induced cosmic-ray cascades in the atmosphere (CRY) [27]. It is used in muon tomography [28], neutrino experiments [29] and development of cosmic shielding materials [30]. The simulation is based on a model of atmosphere and injection of galactic protons. The atmosphere is modelled as a series of 42 constant-density flat layers, each composed of $78 \% \mathrm{~N}_{2}, 21 \% \mathrm{O}_{2}$ and $1 \% \mathrm{Ar}$ by volume. The top of atmosphere is located at altitude of $\sim 31 \mathrm{~km}$. Air density is changed between adjacent layers by $10 \%$ with an integrated column density of $\sim 1000 \mathrm{~g} / \mathrm{cm}^{2}$. Into the atmosphere are injected galactic protons in the energy range of $1 \mathrm{GeV}-100 \mathrm{TeV}$ (Fig. 1.14).
For a flux of galactic protons hitting the top of the modelled atmosphere we use the Papini parametrisation:

$$
\begin{equation*}
J(E)=A(E+B)^{\alpha} E^{\beta} \quad \text { protons } / m^{2} / \text { steradian } / \text { second } / \mathrm{GeV}, \tag{1.1}
\end{equation*}
$$

where $E$ is the kinetic energy per nucleon. The values of other parameters are shown in Table 1.2. The proton flux for a specific date $J_{\text {date }}(E)$ is a weighted sum of solar minimum $J_{\min }(E)$ flux and maximum flux $J_{\max }(E)$ :

$$
\begin{equation*}
J(E)_{\text {date }}=(1-x) J_{\min }(E)+x J_{\max }(E) \tag{1.2}
\end{equation*}
$$



Figure 1.14: Description of the CRY generator: Left side shows spectrum of galactic protons incident on the top of the Earth's atmosphere. The CRY generation boxes are explained on the right. There are global box (blue), keep box (green), accept box (red), generation plane (black) and intersection point (yellow).

|  | $A$ | $B[\mathrm{GeV}]$ | $\alpha$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: |
| Solar minimum | 18 | 0.92 | -4.00 | 1.25 |
| Solar maximum | 18 | 1.61 | -3.83 | 1.08 |

Table 1.2: Values of Papini parametrisation depend to solar status
where $x=\left|\sin \left(\pi \Delta T / T_{\text {cycle }}\right)\right|, T_{\text {cycle }}$ is length of the solar cycle and $\Delta T$ is the time (date) since the beginning of the cycle.

The generated secondary particles are protons, neutrons, pions, muons, electrons and photons. Because a lot of particles are generated in cosmic showers, the simulation would require a lot of computing time. The authors of CRY developed a system of tables used during the generation. For generation of secondary particles in a specific place on the Earth one needs to define a place of simulation. The generation algorithm can determine elapsed time in the simulation.

The first step of the CRY algorithm is generation of showers from primary particles. After the showers are created, secondary particles are extrapolated into a "generation square" (see Fig. 1.14). In the next step, the algorithm uses particles from the generation square and reconstructs their trajectories in a "global box". The following conditions are applied for the reconstructed candidates:

- if any particle is in the "accept box", the event is accepted,
- all particles that are not in a "keep box" are removed.

The keep box should be larger than or the same as the accept box. The generation of cosmic rays has the following settings.

1. Type of secondary particles: one can choose between types of particles: neutrons, protons, kaons, pions, muons, electrons and photons.
2. Altitude of place, which we are interested in: there are three levels available: the sea level, 2.1 or 11.3 kilometers over the sea level.
3. Latitude of the place that we are interested in: the generator permits to set the latitude in the latitude range of $\left(-90^{\circ}, 90^{\circ}\right)$, where the North Pole is defined as having $90^{\circ}$.
4. Date of the measurement: this value is connected with the solar cycle.
5. Kinetic energy threshold for the final particles.
6. Sides of the boxes: as it was explained below, one needs to define three independent boxes.
7. Side of the generation square: the setting of plane for the generation of particles.

## 2. Alignment of vertex detectors

Due to the their proximity to the interaction point, silicon detectors provide accurate information on decay vertices. Silicon detectors can measure points of a track very precisely, but to reconstruct the tracks and vertices in space, we need to know the position of silicon sensors in space very precisely. Actually, the required precision is much higher than what can be achieved during detector installation. In addition, position and shape of silicon sensors can change with time due to variations in ambient temperature and humidity, vibrations, mechanical degrees of freedom etc.

The exact positions of sensors in space must therefore be estimated from tracks, generally speaking, as some linear combinations of tracking residuals. This procedure is called alignment by tracks and has been used to improve tracking precision in all major experiments, including Belle.

### 2.1 Track based alignment

The alignment task is to find correction to nominal positions of sensors. To estimate these parameters, we use a large set of tracks, and use the degrees of freedom remaining after track fits to estimate the alignment parameters. Table 1.1 shows number of alignment parameters for the Belle II VXD. The number is large, and so we have a large problem to solve. To make things more complicated, common experience shows that even a large number of tracks used to estimate alignment parameters does not guarantee a good result: unless we have a rich set of tracks of several different types, we may end up with a number of linear combinations of alignment parameters that cannot be estimated from the given set of tracks. Such combinations are called " $\chi^{2}$ invariant modes". To find good alignment we have to impose constraints on alignment parameters or use a richer set of tracks.

### 2.2 Alignment algorithm

The normalized tracking residuals are [31]:

$$
\begin{equation*}
z_{i j}=\frac{u_{i j}^{m}-u_{i j}^{p}\left(\boldsymbol{\tau}_{j}, \boldsymbol{a}\right)}{\sigma_{i j}}=\frac{r_{i j}\left(\boldsymbol{\tau}_{j}, \boldsymbol{a}\right)}{\sigma_{i j}}, \tag{2.1}
\end{equation*}
$$

where $u_{i j}^{m}$ is a recorded measurement of hit $i$ on the track $j, u_{i j}^{p}$ is predicted measurement from track model dependent on track parameters $\boldsymbol{\tau}_{j}$ and alignment parameters $\boldsymbol{a}, \sigma_{i j}$ is the uncertainty of measurement and $r_{i j}$ is a single residual.

We find optimum track and alignment parameters by minimizing the joint $\chi^{2}$ :

$$
\begin{equation*}
\chi^{2}(\boldsymbol{\tau}, \boldsymbol{a})=\sum_{j}^{\text {tracks }} \sum_{i}^{\text {hits }} z_{i j}^{2}\left(\boldsymbol{\tau}_{j}, \boldsymbol{a}\right) . \tag{2.2}
\end{equation*}
$$

The result of alignment algorithm is a solution with the smallest $\chi^{2}$-function. All single tracks and vertex constrained decays reconstructed in the tracking system can be used for alignment.

### 2.2.1 Millepede II

Millepede II is based on global linear $\chi^{2}$ minimization with constraints. This method starts with linearisation of the normalized residuals $z_{i j}$ in the $\chi^{2}$ function [32]:

$$
\begin{equation*}
\chi^{2}(\boldsymbol{\tau}, \boldsymbol{a})=\sum_{j}^{\text {tracks }} \sum_{i}^{\text {hits }} z_{i j}^{2}\left(\boldsymbol{a}, \boldsymbol{\tau}_{j}\right) \simeq \sum_{j}^{\text {tracks }} \sum_{i}^{\text {hits }} \frac{1}{\sigma_{i j}^{2}}\left(r_{i j}\left(\boldsymbol{\tau}_{j}^{0}, \boldsymbol{a}^{0}\right)+\frac{\partial r_{i j}}{\partial \boldsymbol{a}} \delta \boldsymbol{a}+\frac{\partial r_{i j}}{\partial \boldsymbol{\tau}_{j}} \delta \boldsymbol{\tau}_{j}\right)^{2} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{\tau}_{j}^{0}, \boldsymbol{a}^{0}$ are initial estimates of the geometry and track parameters, $\delta \boldsymbol{\tau}_{j}$ and $\delta \boldsymbol{a}$ are small corrections. Track parameters are specific to the particular track and are called local parameters. Alignment parameters are common to the whole set of tracks and are therefore called global parameters.

Minimization of $\chi^{2}(\boldsymbol{\tau}, \boldsymbol{a})$ is equivalent to solving a system of linear equations. The number of global parameters depends on the number of used detectors. The number of local parameters is fundamentally larger. The matrix of the resulting system has a specific structure:

$$
\left(\begin{array}{cccc}
\sum \boldsymbol{C}_{j} & \ldots & \boldsymbol{G}_{j} & \ldots  \tag{2.4}\\
\vdots & \ddots & 0 & 0 \\
\boldsymbol{G}_{j}^{T} & 0 & \Gamma_{j} & 0 \\
\vdots & 0 & 0 & \ddots
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{a} \\
\vdots \\
\delta \tau_{j} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\sum \boldsymbol{b}_{j} \\
\vdots \\
\beta_{j} \\
\vdots
\end{array}\right)
$$

The derivatives of residuals with respect to local parameters are included in submatrices $\boldsymbol{\Gamma}$ and the derivatives with respect to global parameters are found in the matrices $\boldsymbol{C}_{j}$. The matrices $\boldsymbol{G}_{j}$ are composed of combinations of global and local derivatives. The vector $\boldsymbol{b}$ includes product of global derivatives and the normalized residuals and $\boldsymbol{\beta}_{j}$ local derivatives and the normalized residuals. The solution of 2.4 can be reduced to a smaller equation system for the alignment parameters $\boldsymbol{a}$ by Schurr decomposition:

$$
\begin{equation*}
C^{\prime} \boldsymbol{a}=\boldsymbol{b}^{\prime} \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{C}^{\prime}, \boldsymbol{b}^{\prime}$ are:

$$
\begin{equation*}
\boldsymbol{C}^{\prime}=\sum_{i} \boldsymbol{C}_{i}-\sum_{i} \boldsymbol{G}_{i} \boldsymbol{\Gamma}_{i}^{-1} \boldsymbol{G}_{i}^{T} \quad \boldsymbol{b}^{\prime}=\sum_{i} \boldsymbol{b}_{i}-\sum_{i} \boldsymbol{G}_{i}\left(\boldsymbol{\Gamma}_{i}^{-1} \boldsymbol{\beta}_{i}\right) . \tag{2.6}
\end{equation*}
$$

Using the reduced matrix 2.5 to solve the alignment problem is the core idea of the Millepede algorithm. Using this idea the correction of parameters for each track $\delta \boldsymbol{\tau}_{j}$ and correction of alignment parameters $\delta \boldsymbol{a}$ are calculated:

$$
\begin{equation*}
\delta \boldsymbol{\tau}_{j}=\boldsymbol{\Gamma}_{j}^{-1} \boldsymbol{\beta}_{j} \quad \delta \boldsymbol{a}=\left(\boldsymbol{C}^{\prime}\right)^{-1} \boldsymbol{b}^{\prime} \tag{2.7}
\end{equation*}
$$

To reduce of degrees freedom of the solution the problem can be extended to include a set of linear constraints. Millepede internally use Gaussian elimination to reduce additional equations.

### 2.2.2 Alignment parametrization

We use two different coordinates systems for description of measurements. The first is the global laboratory frame (Fig. 2.1). For every detector we define its local frame of measurement, which is defined by $u, v, w$ coordinates. The $w$ is perpendicular to the sensor plane and $u$ and $v$ have directions along the sides of sensor planes (Fig. 2.1) with origin at sensor's center. In the local frame and need to be transformed to the global system. The vector in the local frame is defined as $\mathbf{q}=(u, v, w)$, the vector in global system is expressed $\mathbf{r}=(x, y, z)$. The transformation from the global to local system is [33]:

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}^{T} \mathbf{q}+\mathbf{r}_{0}, \tag{2.8}
\end{equation*}
$$

where $\mathbf{r}_{\mathbf{0}}=\left(x_{0}, y_{0}, z_{0}\right)$ is the position of sensor center in the global system and $\mathbf{R}$ is a rotation matrix. The alignment procedure determines a correction to initial transformation as an incremental rotation $\Delta \mathbf{R}$ and a translation $\Delta \mathbf{q}=$ $(\Delta u, \Delta v, \Delta w)$. The transformation equation 2.8 is extended to:

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}^{T} \Delta \mathbf{R}(\mathbf{q}+\Delta \mathbf{q})+\mathbf{r}_{0} . \tag{2.9}
\end{equation*}
$$

The rotation correction $\Delta \mathbf{R}=\mathbf{R}_{\gamma} \mathbf{R}_{\beta} \mathbf{R}_{\alpha}$ is expressed as a product of small rotations $\mathbf{R}_{\alpha}, \mathbf{R}_{\beta}$ and $\mathbf{R}_{\gamma}$ by $\Delta \alpha, \Delta \beta, \Delta \gamma$ around the $u$-axis, the new $v$-axis and new $w$-axis (Fig. 2.1). The translation corrections and rotation angles compose alignment parameters for a single planar sensor $\mathbf{a}=(\Delta u, \Delta v, \Delta w, \Delta \alpha, \Delta \beta, \Delta \gamma)^{T}$.


Figure 2.1: The experiment coordinate system: the global coordinate system (left) and a local sensor coordinate system (right)

### 2.2.3 Track parametrization

The trajectory of a charged particle propagating in vacuum with a constant magnetic field is a helix with five parameters. Energy loss in the detector material due to ionization or radiation leads to a reduction of the momentum. Multiple scattering, mainly due to Coulomb interaction with nuclei in the atoms, results in changes in direction and spatial position.

## General broken lines

The general broken lines (GBL) [34] method is a fast global track refit adding the description of multiple scattering to an initial trajectory. Any material distribution can be described as a thick scatterer, imposing a change of direction
and displacement to the particle trajectory. A thick scatterer can be equivalently described by two thin scatterers, which only change the variance of change of direction, at proper positions. The required propagation from a measurement plane or scatterer to the previous and next scatterer is using a locally linearised track model. This linearisation may necessitate iterations of the fitting procedure.


Figure 2.2: Explanation of GBL method using a simple example: Residuals versus initial trajectory (top) and broken lines trajectory based on thin scatterers (bottom). The material between measurement $i$ and $i+1$ is described with two thin scatterers. The fit prediction $u_{i n t, i}$ for measurement $m_{i}$ is obtained by interpolation between the enclosing scatterers [35].

In the local coordinate system a track is defined using slopes and offsets as $\left(q / p, \frac{d u}{d w}, \frac{d v}{d w}, u, v\right)$, where $q / p$ is inverse momentum. A fit parameters of track, which traverses $n_{\text {scat }}$ thin scatterers, can be expressed as $\mathbf{x}=\left(\Delta q / p, \mathbf{u}_{1}, \ldots, \mathbf{u}_{\text {scat }}\right)$. The correction to the track parameter at each thin scatterer $i$ is $\Delta \mathbf{p}_{l o c}=(\Delta q / p$, $\left.\mathbf{u}_{i}^{\prime}, \mathbf{u}_{i}\right)$. At measurement planes the track parameter correction $\left(\Delta q / p, \mathbf{u}_{i n t}^{\prime}, \mathbf{u}_{i n t}\right)$ can be obtained from interpolation between the enclosing scatterers. At each local system $\Delta \mathbf{p}_{\text {loc }}$ is affected only by $\Delta p / q$ and two adjacent offsets. Multiple scattering kinks are defined by triplets of thin scatterers.

The covariance matrix $\mathbf{V}_{k}$ of the multiple scattering kinks $\mathbf{k}$ in the local system can be calculated from the variance $\theta_{0}^{2}$. The slope variance $\theta_{0}^{2}$ is calculated during extrapolation in detector geometry together with propagation Jacobians. The matrix $\mathbf{V}_{k}$, which is composed of projections $c_{u, v}=\mathbf{e}_{t r a c k} \cdot \mathbf{e}_{u, v}$ of offset directions $\mathbf{e}_{u, v}$ onto the track direction $\mathbf{e}_{\text {track }}$, is:

$$
\mathbf{V}_{k}=\frac{\theta_{0}^{2}}{\left(1-c_{u}^{2}-c_{v}^{2}\right)^{2}}\left(\begin{array}{cc}
1-c_{v}^{2} & c_{u} c_{v}  \tag{2.10}\\
c_{v} c_{u} & 1-c_{u}^{2}
\end{array}\right)
$$

The trajectory should be iterated, if the resulting fit parameters are not small corrections as assumed for linearisation. With already estimated non zero values of kinks in $\mathbf{k}_{0}: \mathbf{k}(\mathbf{x})=\mathbf{H}_{k} \mathbf{x}+\mathbf{k}_{0}$. The expected value is $\langle\mathbf{k}(\mathbf{x})\rangle=\mathbf{0}$, where $\mathbf{H}_{k}=\frac{\partial \mathbf{k}}{\partial \mathbf{x}}$ and $\mathbf{k}_{i}=\mathbf{u}_{i+1}^{\prime}-\mathbf{u}_{i-1}^{\prime}$.

The measurements $\mathbf{m}$ are the residuals with respect to the initial trajectory $\left(r_{i j}\right.$ at 2.1. It is the comparison of observables with predictions of local track parameters in the measurement plane. The linearised prediction is $\mathbf{m}(\mathbf{x})=\mathbf{H}_{m} \mathbf{x}$, where $\mathbf{H}_{m}=\frac{\partial \mathbf{u}_{\text {int }}}{\partial \mathbf{x}}$. If covariance matrices $\mathbf{V}_{m}$ are not diagonal, they will be diagonalised automatically.

The fit parameters are determined by minimisation of $\chi^{2}$ function:

$$
\begin{equation*}
\chi^{2}(\mathbf{x})=\chi_{\text {meas }}^{2}(\mathbf{x})+\chi_{\text {scat }}^{2}(\mathbf{x}) \tag{2.11}
\end{equation*}
$$

The part from measurement is:

$$
\begin{equation*}
\chi_{\text {meas }}^{2}(\mathbf{x})=\sum_{i=1}^{n_{\text {meas }}}\left(\mathbf{H}_{m, i} \mathbf{x}-\mathbf{m}_{i}\right)^{T} \mathbf{V}_{m, i}^{-1}\left(\mathbf{H}_{m, i} \mathbf{x}-\mathbf{m}_{i}\right) \tag{2.12}
\end{equation*}
$$

and the scattering part is:

$$
\begin{equation*}
\chi_{\text {scat }}^{2}(\mathbf{x})=\sum_{i=2}^{n_{\text {scat }}-2}\left(\mathbf{H}_{k, i} \mathbf{x}+\mathbf{k}_{0, i}\right)^{T} \mathbf{V}_{k, i}^{-1}\left(\mathbf{H}_{k, i} \mathbf{x}+\mathbf{k}_{0, i}\right) \tag{2.13}
\end{equation*}
$$

The complete linear equation $\mathbf{A x}=\mathbf{b}$ is composed of a bordered band matrix A with size $n$ depending on the number of scatterers, band width $m$ and border size 1 in presence of magnetic field. The matrix is built from the propagation Jacobians between local systems on the initial trajectory.

## 3. Generation and properties of alignment datasets

Our alignment study is focused on solving the alignment problem for the vertex detection system of Belle II. The study uses all 1272 alignment parameters (See Table 1.1). To reduce the degrees of freedom we use a set of simple constraints. We require that the sum of alignment corrections per each rigid body parameter (projected to global system) is zero. Each run starts with sensors, layers and ladders at ideal position. In this study we generate track samples using three different generators: cosmic rays, $\Upsilon(4 S)$ resonance and muon pairs. We want to know the convergence properties of the alignment procedure for the three samples and optimal "mixture" giving the best residual alignment. The alignment study consists of several parts. For all physical processes we start with convergence studies. The result of convergence studies is used for discussion of alignment results.

### 3.1 Convergence study

### 3.1.1 Building alignment samples

We generate 20 independent blocks containing on average $60000 \pm 15000$ alignment records (tracks). The blocks are then cumulatively merged to create a sequence of samples increasing linearly in size. To compose mixture samples, we alternate the blocks appropriately. The blocks were generated in nominal geometry, no misalignment was applied. For each sample, we calculate the mean deviation (bias) of each alignment parameter and standard deviation from 10 independent runs. The mean of alignment parameters is an estimate of the parameter's bias.


Figure 3.1: The arrangement of ring plot: All sensors, ladders and six layers of VXD are arranged in a ring plot. The color bar is on the right.

The pattern of biases and standard deviations for all VXD sensors can be conveniently visualised using a "ring plot" (Fig. 3.1). A ring plot is a map of a quantity over all 212 VXD sensors, and roughly reproduces the topology of the VXD (layer/ladder/sensor), so that the correspondence is intuitive. Six ring plots are needed to display all alignment parameters for the VXD.

The analysis is based on Monte Carlo information (no hit reconstruction). To pass for analysis, a track must have 5 to 24 hits in the VXD, and quality of the track fit at least 0.001.

### 3.2 The $\Upsilon(4 S)$ dataset

This data set is composed of randomly generated events from the $\Upsilon(4 S)$ resonance. Typically an event contributes 8 tracks. The convergence result for the first ladder in first layer is shown in Fig. 3.3 and for the first ladder in sixth layer is in Fig. 3.4. The six ring plots of biases are shown in Fig. 3.2.


Figure 3.2: The sixplots of biases for the $\Upsilon(4 S)$ dataset: The calculated alignment parameters are based on 1200000 records of $\Upsilon(4 S)$ dataset. The color bars are shown on the left side. For translation in $d u$ we can see symmetrical pattern and very similar pattern for translation in $d w$. Running alignment on ideal geometry, we ended up with a large residual misalignment, with translation up to $50 \mu \mathrm{~m}$ and rotation up to 1 mrad . We also see that the deviations are organized in distinctive patterns.

Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Figure 3.3: The convergence study of the $\Upsilon(4 S)$ dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown in the bottom half. As can be seen (most clearly in the plots on the right), the algorithm converges quite fast, but not necessarily to the correct (zero) value.


Figure 3.4: The convergence study of the $\Upsilon(4 S)$ dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown at bottom half. As can be seen, the algorithm converges quite fast, but not necessarily to the correct (zero) value.

### 3.3 Cosmic rays

The cosmic muon tracks are an important source for alignment. Their trajectories connect distant parts of the detector. The cosmic rays, which can be reconstructed as straight lines if magnetic field is not present, were used as an important element of alignment of other experiments in high energy physics experiments 31] [36] 37].

The cosmic muons were generated by the Cosmics generator. The convergence result for the first ladder in first layer is shown in Fig. 3.6 and for the first ladder in sixth layer is in Fig. 3.7. The six ring plots of biases are shown in Fig. 3.5.


Figure 3.5: The sixplots of biases for cosmic dataset: The calculated alignment values are based on 1200000 records of the cosmic dataset. The color bars are shown on the left. The alignment using the cosmic dataset is more precise than that for the $\Upsilon(4 S)$ dataset. The ranges are $10 \mu \mathrm{~m}$ (as compared to $50 \mu \mathrm{~m}$ for $\Upsilon(4 S)$ ) and 0.24 mrad (vs. 1 mrad ). However, the residual patterns are seen again, the symmetric pattern for $u$ and $w$ translation.

Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Figure 3.6: The convergence study of the cosmic dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown in bottom half. As can be seen (most clearly in the plots on the left), the algorithm converges quite fast, but not necessarily to the correct (zero) value.

Layer 6, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor $2 \rightarrow$ sensor 3 $\rightarrow$ sensor $4 \rightarrow$ sensor 5


Figure 3.7: The convergence study of the cosmic dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown in bottom half. As can be seen (most clearly in the plots on the left), the algorithm converges quite fast, but not necessarily to the correct (zero) value.

### 3.4 Muon pairs

Our last dataset was composed of muon pairs from the process $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$. This dataset is a very specific process. Both tracks can be assumed to originate from the same point, vertex. Instead of doing two independent fits for parameters of each of those tracks $\mathbf{x}_{\mu^{+}}, \mathbf{x}_{\mu^{-}}$we use a fit for combined object with parameters $\mathbf{x}_{\mu \mu}=\left(\mathbf{x}_{\mu^{+}}, \mathbf{x}_{\mu^{-}}, \boldsymbol{\omega}\right)$, where $\boldsymbol{\omega}$ is an optional set of additional parameters such as a position of the common vertex. Those parameters can contribute to the $\chi^{2}$ of combined track, where the contribution takes similar form as in Eq. 2.12 and Eq. 2.13:

$$
\begin{equation*}
\chi_{\omega}^{2}(\mathbf{x})=\left(\mathbf{H}_{\omega} \mathbf{x}\right)^{T} \mathbf{V}_{\omega}^{-1}\left(\mathbf{H}_{\omega} \mathbf{x}\right) \tag{3.1}
\end{equation*}
$$

We refer to this decay as "vertex constraint decays". The covariance matrix $V_{\omega}$ is provided by the framework from the parameters of the primary beam spot.

The convergence result for the first ladder in first layer is shown in Fig. 3.9 and for the first ladder in sixth layer is in Fig. 3.10. The six ring plots of biases are shown in Fig. 3.8.


Figure 3.8: The sixplots of biases for the muon pairs dataset: The calculated alignment parameters are based on 1200000 records of the muon pairs dataset. The color bars are shown at left side. The ranges of shifts and rotations are very similar to the cosmic dataset. $\gamma$ and $u$ parameters are determined more preciously than others. The patterns observed for cosmic or $\Upsilon(4 S)$ datasets are not present, and the distribution of $u, w, \beta$ is nearly normal. However, we see a symmetrical pattern for $\alpha$ parameter, but it is different than in for other datasets.

Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Layer 1, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor 2


Figure 3.9: The convergence study of the muon pairs dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown in bottom half. As can be seen (most clearly in the plots on the left), the algorithm converges quite fast, but not necessarily to the correct (zero) values.

Layer 6, ladder 1: $\rightarrow$ sensor $1 \rightarrow$ sensor $2 \rightarrow$ sensor 3 $\rightarrow$ sensor $4 \rightarrow$ sensor 5


Figure 3.10: The convergence study of the muon pairs dataset for mean and standard deviation calculated by the Millepede algorithm: The top half shows means for each alignment parameter. The dotted line shows ideal alignment. The standard deviations of alignment parameters are shown in bottom half. As can be seen (most clearly in the plots on the left), the algorithm converges quite fast, but not necessarily to the correct (zero) values.

### 3.5 Weak modes

The matrix $\mathbf{C}^{\prime}$ in equation 2.7 must be inverted to solve the system of equations for alignment parameters. However it may happen that this matrix is singular or ill-conditioned. Vanishing eigenvalues of the matrix correspond to weakly defined degrees of freedom, that is, to combinations of alignment parameters that cannot be estimated from the given dataset, since they leave the overall $\chi^{2}$ unaffected. If the degrees of freedom of the alignment algorithm are not controlled enough, the singularity can affect the results of alignment procedure. This defects of alignment are called weak modes and typically can be seen as distinctive patterns of deviations. The weak modes can be seen in the cosmic ray dataset or the $\Upsilon(4 S)$ dataset. For cosmic muons we can see weak modes in $u$ and $w$ coordinates. This weak mode is called "twist".

### 3.6 Mixing study

The mixing study aims at answering the following question: What mixtue of $\Upsilon(4 S)$, cosmic ray and muon pairs data best eliminates weak modes and minimizes ranges of biases of the rotations and translations? We start with mixing two datasets. All combinations are shown in Fig. 3.11, Fig. 3.12 and Fig. 3.13, the ratio between datasets is $1: 1$. The results are calculated using the data of the convergence study.


Figure 3.11: Sixplots of biases for a 1:1 mixture of the $\Upsilon(4 S)$ and cosmic datasets: All patterns and ranges in the top line are inherited from the cosmic dataset. The ranges for rotations are smaller than for the cosmic dataset. This mixture fixes rotations better than any of the two datasets alone.


Figure 3.12: Sixplots of biases for a 1:1 mixture of the $\Upsilon(4 S)$ and muon pairs datasets: All patterns and ranges are inherited from the muon pairs dataset. The $\Upsilon(4 S)$ dataset does not fix enough alignment parameters.


Figure 3.13: Sixplots of biases for mixture of a $1: 1$ the cosmic and muon pairs datasets: This mixture perfectly fixes all sensors shifts and rotations. The typical patterns in $u, w$ shifts are no longer seen in the plots. The precise result in $u$ and all rotation parameters are inherited from the muon pair dataset. This mixture fixes all sensors in $v$ and $w$ and produces a new type of pattern, which has not been seen before. The ranges for rotation and translation parameters are the best we have ever got.

According to Fig. 3.13 we have successfully eliminated much of the observed weak modes. There are the smallest ranges for rotation and translation parameters. However, combination of all datasets can eliminate even these atypical patterns. If we want to map the mixing ratios of the 3 datasets with 0.05 step, we have to calculate 231 alignments. The quality of each alignment is measured by residual $\chi^{2}$ defined as sum of parameter biases divided by their estimated errors. The resulting $\chi^{2}$ values are shown in Fig. 3.14. The "optimal mixture" is $11 \Upsilon(4 S)$ to 2 cosmic and to 7 muon pair. The comparison between the mixture of the cosmic and muon pair datasets and optimal mixture is in Fig. 3.14. The mixture with the smallest $\chi^{2}$ value of residual misalignment is shown at Fig. 3.15.


Figure 3.14: Mixing Triangle: The ternary plot (top) shows $\chi^{2}$ for all mixtures of the three datasets. The vertices of the triangle show "clean" datasets, the sides represent mixture of two datasets. The best choice is the mixture with ratio $11 \mathrm{u}: 2 \mathrm{c}: 7 \mathrm{~m}$. Comparison of mixtures: The bottom violin plots show the distribution of shifts (left) and rotations (right) for two mixtures: 10c:10m(no upsilon), and the optimum from the triangle diagram, 11u:2c:7m.


Figure 3.15: The mixture of datasets with ratio 11u:2c:7m: The six ring plots in top show bias. The six ring plots in the bottom represent standard deviation estimated by Millepede. The range of shifts is slightly worse than for the mixture of cosmic and muon pair dataset. The difference is due to poorly constrained fixed wedge sensors in the sixth layer. The same issue is shown in ring plots of deviation. The highest values of deviation are assigned to the wedge sensors. The rotations are similar to the rotations for the mixture of cosmic and muon pair datasets. Another source of error is the poor resolution in $\beta$ angle. This angle corresponds to rotation of sensors around their long axis. Fixation of this rotation requires low $p_{t}$ tracks, and therefore depends on successful reconstruction of curlers, which is a challenge for tracking.

## 4. Convergence of alignment

The study presented in this section follows a different scenario: We randomly misalign VXD sensors by applying random shifts and rotations to individual sensors. We generate tracks though the detector and apply alignment to recover the correct geometry. We study the degree of recovery as a function of severity and type of initial misalignment. Also, in this section we use real clustering for simulated hits. (that is, not Monte Carlo true hits as in previous section).

To compare misalignment and computed alignment parameters in residual misalignment, we fix the position of a single sensor, instead of using constraints. The reason is, that with constraints, the computed alignment is expressed in a different coordinate system - defined by the constraints. In such case, the computed misalignment needs to be first transformed to this coordinate system before it can be compared to computed. Because the software infrastructure does not support such comparisons, we used a simpler approach, where the vertex detector is aligned with respect to the position of a fixed sensor. With this approach, we can directly compare the generated misalignment parameter values with the computed ones. The fixed sensor is the first sensor in the first ladder in layer 1 (1.1.1).

The misalignment situations for shift $50 \mu \mathrm{~m}$ and rotation 1 mrad is presented in Fig. 4.1. The ranges of generated misalignment parameters and calculated values of residual misalignment are shown in Table 4.1. Values of standard deviation residuals are compared with results of alignment study on nominal geometry (in first numeric column). The alignment procedure converges to virtually the same final alignment even with very large misalignments.

|  | Figure |  |  |  |  | 4.1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial | Shifts $[\mu \mathrm{m}]$ | 0.00 | 10.2 | 157.7 | 0.0 | 0.0 | 215.7 |
|  | Rotations mrad$]$ | 0.000 | 0.000 | 0.000 | 0.247 | 3.040 | 3.467 |
| Residual | Shifts $[\mu \mathrm{m}]$ | 4.62 | 4.11 | 4.06 | 4.15 | 4.09 | 4.35 |
|  | Rotations mrad$]$ | 0.086 | 0.106 | 0.106 | 0.104 | 0.104 | 0.104 |

Table 4.1: Convergence of alignment


Figure 4.1: Re-alignment of a geometry with randomly misaligned shift with standard deviation $50 \mu \mathrm{~m}$ and rotations with standard deviation 1 mrad : The first and the third rows of plots show the shifts and rotations of misaligned geometry, the second and the fourth rows show the re-aligned shifts and rotations, respectively. Apparently, the re-aligned leads to a residual pattern similar to those we are seen in the previous chapter.

## 5. Effect of misalignment on physical analysis

The question we address in this section is: What is the impact of the misalignment on physical analysis? What is the critical size of misalignment over which misalignment significantly affects the result of physical analysis. For the analysis we use the "golden channel" of B factories, $\mathrm{B}^{0} \rightarrow \mathrm{~J} / \Psi+\mathrm{K}_{\text {short }}$.

We generate the misalignment by randomly shifting and rotating each VXD sensor by an amount taken form a zero-mean normal distribution. The standard deviation of the generated normal distribution is a measure of size of the misalignment.

For the study, we selected a set of physical observables:

1. $\Delta T$, the time difference between the decays of B-mesons
2. Vertex positions of the B-mesons and other particles


Figure 5.1: Effects of misalignment on the distribution of $\Delta T$ : The plot shows the distribution of $\Delta T$ for three misaligned geometries.

The effect of misalignment on the distribution of $\Delta T$ is shown in Fig. 5.1. The effect of misalignment as a function of misalignment size is shown in Fig. 5.2,

Apparently, the width of $\Delta T$ is only moderately affected by misalignment. The right plot of Fig. 5.2 offers a clue: the adverse effect of misalignment on the quality is masked by reconstruction filters on the quality of reconstructed tracks and vertices, and with increasing misalignment the rate of successfully reconstructed events decreases.


Figure 5.2: The width of $\Delta T$ distribution (left) and the rate of reconstructed particles (right) as a function of misalignment size.


Figure 5.3: Effects of misalignment on the distribution of vertex position of $B^{0}$ : The plots show the distribution of vertex position $\rho$ (top) and $z$ (bottom) for three misalignment geometries.

The plots in Fig. 5.3 show a different quantity, the difference between reconstructed and MC-true coordinates of $\mathrm{B}^{0}$ vertices at various misalignment.

We can use a $\chi^{2}$ measure to measure the effect of misalignment on distribution of a physical parameter. This allow us to estimate the size of critical misalignment, over which the effects of misalignment become critical. This is illustrated in Fig. 5.4. The idea is that for small misalignment, we cannot discriminate between the effect of misalignment and statistical variability of the unperturbed distribution. We therefore define the $\chi^{2}$ of critical misalignment as the critical value of the $\chi^{2}$ test on the difference between a given and the unperturbed distribution. This also gives a logical link between the amount of data available and a minimal detected misalignment.

The green bands in plots of Fig. 5.4 are areas where misalignment cannot be detected on the background of statistical fluctuation of nominal alignment distribution. Apparently, the critical misalignment has standard deviation $3.0 \mu \mathrm{~m}$ in shift and 0.06 mrad in rotations. This is very close to parameters of residual misalignment we achieved in previous sections. We can therefore conclude that our alignment procedure, as crude as it currently is, can suppress even large misalignment to a degree that makes the result of physical analysis virtually unperturbed.

The MC-based quantities used in this section are not usable for monitoring during a physics run. In the following section, we introduce processes and quantities intended just for this purposes.



Figure 5.4: $\chi^{2}$ distance from nominal distribution as a function of misalignment size: Values of $\chi^{2}$ for $\rho$ position (left) and $Z$ position (right) of $\mathrm{B}^{0}$ vertex. The green region shows an acceptance box for misalignment based on the $\chi^{2}$ distance of distributions. In other words, misalignments with $\chi^{2}$ within the green box give distribution indistinguishable from the nominal distribution.

## 6. Alignment validation and monitoring

The MC-based quantities used in the previous section are not usable for monitoring of (mis-) alignment. We need processes and quantities that are observable in reconstruction, and which can be simulated so that the whole alignment procedure including (mis-) alignment monitoring can be validated using simulations. Despite of alignment algorithm converging, the predicted positions of modules do not correspond to the real ones. All kinds of misalignments which alter the reconstruction of the underlying physics need to be eliminated. Our alignment validation procedure under development is based on the analysis of cosmic-ray tracks and a decay with a high counting rate. This material is based on my final report from a DESY Summer Student Programme 2015 [38].

### 6.1 Validation and monitoring using a process with high counting rate

For validation and monitoring of alignment, one can select events from a wellstudied physics process with a high counting rate and physics distributions that can be used as references. One of such processes is a decay of $D^{*+}$ to $D^{0}$ and a positively charged pion $\pi_{\text {slow }}$ with very small momentum (see Fig. 6.1). This process is selected from decay chain [39] [40]:

$$
\begin{equation*}
e^{-} e^{+} \rightarrow c \bar{c} \rightarrow \mathrm{XD}^{*+} \tag{6.1}
\end{equation*}
$$



Figure 6.1: A decay chain $\mathrm{D}^{*+} \rightarrow \pi_{\text {slow }}^{+} \mathrm{D}^{0}(\rightarrow \mathrm{~K} 3 \pi)$.

The neutral $D^{0}$ estimation from single space point to four particles. It can be used for vertex resolution and comparison of Monte Carlo prediction to real data result. The produced particles are two positively charged $\pi^{+}$, negatively charged $\pi^{-}$and a $\mathrm{K}^{-}$, this decay of $\mathrm{D}^{0}$ is referred to " $\mathrm{K} 3 \pi$ " in the following. A vertex candidate can be constructed by intersecting two tracks. The obtained vertices must coincide. The distance between the vertices, projected to each of the three coordinates, is interpreted as resolution effect.

In the analysis, only one produced $D^{*+}$ per event is used. In the detectors we observe five charged particles. From tracking detectors, momenta and positions of particles in the final state are reconstructed. For the reconstruction of $\mathrm{D}^{0}$, we use pairs of particles and reconstruct their vertices from particles with the same charge $((+\times+) \times(-\times-))$ and particles with different charges $((+\times-) \times(+\times-))$. In Fig. 6.2 residuals defined as differences between each component of the vertex positions are presented. These residuals will be used as reference plots.


Figure 6.2: Residuals as reference plots: Residuals of reconstructed vertices in r-component of cylindrical system (left panel) and in z-component (right panel) for particles with the same charge (blue) and the particles with different charge (red).

From kinematic parameters of the reconstructed particles one can calculate invariant masses of $\mathrm{D}^{0}, \mathrm{D}^{*+}$ and the sum of momenta of produced particles. The invariant masses are fitted using three different functions (Gaussian, Breit-Wigner, and Crystal ball as a signal and Chebyshev function of the second order as a background, where is necessary). The result of fitting with the smallest $\chi^{2}$ are used in the analysis and shown in the figures (Fig. 6.4 and Fig. 6.5).

From the kinematic parameters of all reconstructed particles, including the pion with low momentum, the invariant mass of $\mathrm{D}^{*+}$ is reconstructed (Fig. 6.4). The reconstructed invariant mass of $\mathrm{D}^{*+}$ and sum of momenta produced particles from $\mathrm{D}^{0}$ are used in following conditions:

1. Sum of momenta of produced particles from the $\mathrm{D}^{0}$ decay is required to be in the interval between 2.5 and 6.0 GeV .
2. Invariant mass of $\mathrm{D}^{*+}$ is required to be in the range of two standard deviations from the mean value of the fitted function.


Figure 6.3: Conditions for signal selection: Here is shown mass of $\mathrm{D}^{*+}$ as a function of the sum of momenta of produced particles from $\mathrm{D}^{0}$ decay. Straight lines present kinematic conditions used for selection of background.



Figure 6.4: Invariant mass of $\mathrm{D}^{*+}$ (top panel): data (black points), a fitted signal (Gaussian blue curve), a background (dotted red curve) and the sum of the signal and the background (green). Residuals of the fit (bottom panel).

These conditions for better selection of the signal decay and rejection of the background are shown in Fig. 6.3. The events, which satisfy the conditions, are used in validation procedure and for reconstruction of invariant mass of $\mathrm{D}^{0}$. The results of the kinematic analysis are shown in Fig. 6.5 and it will be used as a reference plot for alignment validation and monitoring.


Figure 6.5: Invariant mass of $\mathrm{D}^{0}$ after the selection (top panel): fitted data (black points) and the signal (Crystal ball green curve). Residuals of the fit (bottom panel).

### 6.2 Alignment validation and monitoring using cosmic rays

One can use cosmic particles (mainly muons) for alignment and calibration of tracking detectors, because muons pass through all the tracking detectors at different angles and can be detected in the Belle II tracking system. In the magnetic field, cosmic muon trajectories can be approximated by helices, therefore, track finding methods can be easily tested.

For validation and monitoring, we generate particles by CRY generator with specific settings: geographical information of the Belle II experiment, the volume of the keep and accept boxes the same as a cube with the side of 7.0 m . The global box is set as a cube with the side of 300.0 m and the generation plane is defined with the side of 300.0 m . We perform the simulation using all secondary particles and their minimum kinetic energy set to 10 MeV . The date is set to 6 . June 2017 when cosmic tests of the Belle II detectors are planned.

A comparison between the number of generated and reconstructed particles is presented in Fig. 6.6. The momentum distribution of generated and reconstructed muons is also shown in the figure. Mainly muons are detected in the Belle II tracking system because other particles cannot pass through the Belle II outer detectors.


Figure 6.6: Number of generated (blue) and reconstructed (red) tracks (left panel) and momentum of generated (blue) muons (right panel).

For the cosmic track reconstruction, the Trasan track finder developed for the Belle experiment and implemented in basf2 was used. This track finder was optimized for the search of tracks mainly coming from the interaction region assuming particles propagating from inside the detector to the outside direction. Therefore, for a cosmic track, Trasan finds two tracks (in CDC): one in the top part of the detector and the other in the bottom part. If a cosmic particle passes the CDC, in most of the cases only one cosmic muon is present and two tracks are found by Trasan. Using the knowledge that these two found tracks are the two parts of the
same cosmic muon, one can compare the reconstructed track parameters of two track parts. In case of ideal alignment, the reconstructed track parameters of two track parts should coincide within the track reconstruction uncertainties. Also, because these two track parts are reconstructed independently, there should be no correlations between different track parameter residuals.

In these studies we define reference plots in order to show the differences between kinematic parameters of these two parts of the track. The reference plot is a matrix, which has the distribution of differences of the track parameters in the diagonal part and the correlations between the track parameters in the non-diagonal part. A color of background in the non diagonal part of the matrix corresponds to the values of correlations (green for corr $\sim 0$ and red for corr $\sim \pm 1$ ). The correlations are defined as:

$$
\begin{equation*}
\operatorname{corr}=\frac{\sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)^{2}} \sqrt{\sum_{i=1}^{N}\left(y_{i}-\bar{y}\right)^{2}}} \tag{6.2}
\end{equation*}
$$

In case of misalignment, shifts in the residual distributions can be observed as well as larger correlations between track parameters. The reference plots for comics validation are shown in Fig. 6.7 for the Cartesian track parametrization.


Figure 6.7: Reference plot for Cartesian coordinates: residuals (diagonal) and correlations (non-diagonal).

## Conclusion

In this thesis, I present the result of my studies of alignment of the Belle II VXD sensors - properties of residual misalignment, optimization of data samples for alignment, convergence properties, impact of misalignment on physical analysis and alignment validation and monitoring.

The review part starts with introduction to CP violation and its experimental studies. We then go on the Belle II experiment as a new generation B-factory, with a description of Belle II tracking systems and software framework.

The central part of the review section is the introduction to alignment of silicon vertex detectors, the software tools used for alignment and calibration, with application to the Belle II vertex detector.

The experimental part starts with a section on the properties of residual misalignment and data sample optimization study. We show that the weak modes of VXD alignment can be strongly suppressed using an optimal mixture of $\Upsilon(4 S)$, cosmic and muon-pairs samples. We also identified the degrees of freedom that need to be better fixed either by additional constraints or track samples: wedge sensors and rotation around the long axis of sensors. Fixing these alignment issues will later allow us to include additional degrees of freedom to alignment parameter space-such as deformations of sensors.

We have shown that the alignment converges to the same residual misalignment even for large initial misalignment.

The next studies show we study the effect of misalignment on physics observables. Using the $\chi^{2}$ measure, we showed that misalignment under $3 \mu \mathrm{~m}$ standard deviation shifts and 0.06 mrad standard deviation rotations have insignificant (that is, indistinguishable from statistical variation) effect on physical analysis. These parameters are very close to the residual misalignment we are able to achieve with current alignment procedure for the Belle II VXD. We can therefore conclude that even the present alignment is good enough to suppress the effect of geometry misalignment on physical studies.

In the last section we present our result on the development of validation and monitoring of VXD alignment. Two different processes have been studied. The first process with a high counting rate $\mathrm{D}^{*+} \rightarrow \pi_{\text {slow }}^{+} \mathrm{D}^{0}(\rightarrow \mathrm{~K} 3 \pi)$. As a result of analysis, three reference plots are defined for this process (Fig. 6.2 and Fig. 6.5). The second method uses muons from cosmic rays. For this method, we show reference validation plots for Cartesian representations in Fig. 6.7.

The reference plots will be used in the future for monitoring of misalignment and miscalibration effects. It is necessary to do the same misalignment study for physical process $K 3 \pi$ as for "golden process" $\mathrm{D}^{0} \rightarrow \mathrm{~J} / \Psi+\mathrm{K}_{\text {short }}^{0}$ and check the sensitivity of chosen process for misalignment affects at the level of physical res-
olution. The validation procedure is not connected with silicon vertex detectors alone, but with central drift chamber too. It is necessary to do the same study using momenta and invariant mass using the validation channel.
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