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Abstract

Under normal conditions the basic building blocks of matter, quarks and gluons, are bound
within hadrons. The theory of strong interaction predicts a phase transition at high temperature
and energy density from hadronic matter to the state of deconfined quarks and gluons called
quark-gluon plasma (QGP). It is expected that heavy-ion collisions at the Relativistic Heavy
Ion Collider (RHIC) in Brookhaven National Laboratory achieve conditions needed for the QGP
formation. The suppression of production of bound states of heavy quarks (c, b) and their
antiquarks, heavy quarkonia (e.g. J/ψ), due to the color screening of the quark-antiquark
potential in the deconfined medium has been proposed as a signature of the QGP. However,
other effects such as secondary production in the QGP complicate the suppression picture. We
describe the analysis of J/ψ production via the di-electron decay channel in 0-5 % most central
U+U collisions at

√
sNN = 193 GeV at the STAR experiment at RHIC. Preliminary results on

invariant yield and nuclear modification factor of J/ψ are presented.
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Chapter 1

Heavy quarkonia in heavy-ion
collisions

One of the most important and ”always up-to-date” challenges of physics is the understanding
of the laws of the world and the Universe and finding out what it consists of. In a more
fundamental sense, the basis of this study is the determination what the elementary building
blocks of matter are and how they interact with each other.

A very successful theory in this field is the Standard Model of particle physics developed
during the second half of the 20th century. It is a quantum field theory concerning the elec-
tromagnetic, weak and strong interactions, as well as elementary particles classified into quarks
(u, d, s, c, b, t), leptons (e, νe, µ, νµ, τ, ντ ) and bosons (γ,W,Z, gluons and Higgs boson).

The strong interaction is responsible for binding quarks and gluons into hadrons (protons,
neutrons) and, on a larger scale, protons and neutrons into nuclei. The theory of Quantum
Chromodynamics (QCD) is used to describe the strong force between quarks (antiquarks) me-
diated by gluons. In this theory each quark (antiquark) carries one of three color charges: red,
green, blue (antired, antigreen, antiblue). Quarks bind through the strong interaction to form
color-neutral bound states, the already mentioned hadrons. Hadrons are known as mesons if
they are made up of a quark of some color and an antiquark with corresponding anticolor, or as
baryons if they are formed from three quarks or antiquarks with all three colors or anticolors.

The QCD coupling constant αs which determines the strength of the strong interaction is
proportional to [1]

αs(Q
2) ∼ 1

ln( Q2

Λ2
QCD

)
(1.1)

where ΛQCD is the QCD scale and Q denotes the momentum transfer in the interaction. At low
Q2 the coupling constant αs is large and the QCD potential can be approximated by [2]

V (r) ≈ kr (1.2)

where k is constant called string tension. Hence the attractive force between quark and antiquark
increases with distance r. When the QCD potential is high enough the string breaks and a new
quark-antiquark pair is created out of the vacuum. Accordingly, it is not possible to observe
free quark or gluon, free color charge. This characteristic feature of the QCD is called color
confinement. On the other hand, with increasing Q2 and decreasing the interaction distance
αs decreases. Under extreme conditions, at asymptotically small distances or high Q2 αs gets
very small and quarks can be treated as free particles. This phenomenon is called asymptotic
freedom.

The phase of matter consisting of asymptotically free quarks and gluons is called quark-gluon
plasma (QGP). It is believed that the Universe was in this state for about few milliseconds after
the Big Bang. Currently, there is a large experimental effort to create the QGP and to study
its properties. At present, the only way of testing it, is in heavy-ion collisions.
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1.1 Heavy-ion collisions

High temperatures and energy densities reached in ultrarelativistic heavy-ion collisions allow
to study properties of the nuclear matter at such extreme conditions that the transition of
hadronic nuclear matter into the state of asymptotically free quarks and gluons takes part.

Currently, the main goal of colliding ultrarelativistic heavy ions is to precisely study the
transition of the hadronic matter into the state of deconfined quarks and gluons as well as
properties of the medium formed in the collisions.

1.1.1 Space-time evolution of the heavy-ion collision

Nucleus-nucleus collisions have long been the object of study of many physicists, however,
even today it is not known exactly how the ultrarelativistic heavy-ion collision occurs. Here, the
possible scenario of the heavy-ion collision is briefly described (see Figure 1.1 where also the
evolution without the QGP phase is illustrated).

Immediately after the collision nuclei traverse each other depositing a large amount of energy
in the medium in the form of excited virtual quanta. As a result of their deexcitation quarks
and gluons are created and interact with each other.

As the system reaches the thermal equilibrium it can be described by the laws of hydro-
dynamics. From this moment it is in the quark-gluon plasma phase. The proper time of the
system when it enters this phase is estimated to be τ0 ≤ 1 fm/c [3]. The system expands and
cools down. When the critical temperature Tc ' 170 MeV [3] is reached, quarks and gluons can
no longer be free within the system and are confined into hadrons. However, it is not clear if
the phase transition into the hadron gas happens immediately or if it is proceeded by the mixed
phase of quarks, gluons and hadrons.

As the system is in the phase of hadron gas, it cools down and expands until the chemical
freeze-out begins.

During the chemical freeze-out inelastic scatterings between the hadrons disappear and the
particle identities are set. However, hadrons can still interact elastically. Elastic collisions
disappear at thermal freeze-out. At the end, hadrons fly out to the detector.

Figure 1.1: Two scenarios of the evolution of the relativistic collision – without and with
the presence of the QGP phase [4].
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1.1.2 Centrality of the collision

As in every experiment the initial conditions are very important. This applies particularly
for collisions of heavy nuclei. They can be classified according to different criteria, such as the
size and type of colliding nuclei or the energy of the collision. In order to study effects of the
medium created in the ultrarelativistic collisions of heavy-nuclei it is useful to sort collisions
according to the size of the overlapping area of the colliding nuclei. As the overlap is larger,
there are more nucleons which can participate in interactions thus the energy density of the
medium can be higher. This can turn into higher probability of the QGP formation.

Based on the size of the overlapping area the collisions of heavy nuclei can be divided into
central, peripheral or ultra-peripheral. There are two experimental ways which are often used
to measure the collisional centrality. The centrality can be determined by measuring the spec-
tators − nucleons which do not participate in interactions. At the STAR experiment, they are
measured by the so called Zero Degree Calorimeters [5]. One could expect that as the number
of spectators decreases the centrality increases. However, not only for the most central but also
for the most peripheral collisions the number of spectators is ∼ 0 since nucleons of the colliding
nuclei are not kicked out of the nuclei and, therefore, not measured by ZDCs. Moreover, dif-
ferent orientations of the deformed nuclei at the same impact parameter can turn into different
number of measured spectators. Therefore, this method of centrality definition is not unambigu-
ous. Another way of accessing the information abot centrality of the collision is by the track
multiplicity measurements − more central collisions mean more nucleons participating in the
collision which turn to higher multiplicity − more tracks observed in the detector. Figure 1.2
shows the charged particle multiplicity Nch distribution and its relation to centrality classes or
the number of participating nucleons in the collision Npart.

Figure 1.2: The charged particle multiplicity Nch distribution and corresponding centrality
classes [6].

1.1.3 U+U Collisions

Collisions of deformed nuclei provide an opportunity to study the spatial dependence of
various properties and effects of the created. Within the same colliding system, deformed nuclei
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can have different spatial orientations and, therefore, allow wider variations of energy density of
the created medium. The study of deformed nuclei is also supported by theoretical expectations
of higher energy density reached compared with collisions of spherical nuclei, namely in the case
of U+U compared with Pb+Pb collisions [7] and Au+Au collisions [8].

In 2012 prolate U nuclei were collided at RHIC at
√
sNN = 193 GeV. Compared with

symmetric Au nuclei being colided at RHIC, the orientation-averaged energy density reached in
U+U collisions is expected to be up to 20% higher and for ”tip+tip” configurations even more,
up to 30% [8]. This is illustrated in the Figure 1.3 which shows the ratio of estimated energy
densities in U+U and Au+Au collisions as a function of centrality. In the most central U+U
collisions, the increase of the energy density is the highest hence in these collisions the most
significant effects of the hot medium are expected to be present. Therefore, detailed study of
the most central U+U collisions can provide a valuable information about the QGP.

Figure 1.3: Ratio of expected energy density reached in U+U and Au+Au collisions
εB

UU/εB
AuAu as a function of centrality [8].

1.2 Heavy quarkonia

Due to their large masses heavy quarks (c, b) are produced in the initial hard interactions of
partons in the earliest stages of the collisions. Since they experience the whole evolution of the
system the information about the heavy quark production, its modification and collective flow
can provide an insight into the thermodynamic properties and dynamics of the hot medium.

Heavy quarks can be investigated via open heavy flavor mesons (containing one heavy quark)
or heavy quarkonia.

Opposite to open heavy flavor mesons containing one heavy quark, heavy quarkonia are
often called hidden flavor as they are bound states of heavy quark (c, b) and its antiquark (c̄, b̄).
According to the flavor content they are called charmonia (cc̄) or bottomonia (bb̄). The lightest
vector charmonium, J/ψ, is the main object to study in this work.

1.2.1 Modification of heavy quarkonium production in heavy-ion collisions

Suppression of heavy quarkonium production in ultrarelativistic heavy-ion collisions com-
pared with p+p collisions due to the color screening of quark-antiquark potential was proposed
as one of the most prominent predictions about the QGP formation [9]. However, different other
processes may contribute to the observed quarkonium yields and complicate the suppression pic-
ture, e.g. cold-nuclear-matter effects (nuclear shadowing, Cronin effect, nuclear absorption) or
comover interactions which may be present also in the collisions in which the QGP is not ex-
pected to be formed (proton+nucleus collisions). For these reasons it is necessary to study heavy
quarkonia in different colliding systems, at different centralities and collision energies.
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Modification of heavy quarkonium production in nucleus+nucleus collisions compared with
p+p collisions is usually quantified by the so-called nuclear modification factor RAA. It is
defined as the ratio of the number of particles produced in p+p collisions scaled by the average
number of binary nucleon-nucleon collisions < Nbin >. With no medium effect, the yield of
heavy quarkonia in heavy-ion collisions should scale with the number of elementary collisions
and RAA should be equal to unity. As it turns out, the medium produced in havy-ion collisions
can modify this scaling resulting in the effect of enhanement RAA > 1 or suppression RAA < 1.

Two often considered effects on quarkonium production in heavy-ion collisions are briefly
described in following sections.

Dissociation due to the color screening

The prediction of the suppression of heavy quarkonium suppression in the deconfined medium
is based on the idea that if the quarkonium is placed in the quark-gluon plasma of sufficient
temperature T > TC, deconfined quarks and gluons will shield the color charge, effectively
weaken the interaction between heavy quarks, string tension between them will vanish and they
will no longer form a bound state.

In the QGP of the temperature T the quarkonium potential can be approximately expressed
by the formula [9] :

V (r, T ) = −α
r
exp [−r/rD(T )] , (1.3)

where r is the radius of quarkonium and rD is the Debye screening radius which sets the distance
outside of which the color charge of heavy quark is screened, illustrated in Figure 1.4. The Debye

rD

Figure 1.4: The schematic drawing of the Debye screening radius rD in QGP. Heavy quarks
from quarkonium (yellow) effectively do not see each other.

screening radius goes down with the increase of the temperature of the medium (approximately
as ∼ 1/

√
T [10]). The temperature at which rD decreases to the quarkonium radius r is the

dissociation temperature TD at which the quarkonium can no longer form a bound state. Since
the radii of quarkonium states differ they are expected to dissociate at different temperatures.
Therefore, it has been predicted that by measuring the states that survived in the QGP the
information about the temperature of the medium could be obtained [10]. However, formula
presented above is very approximate. There are different potential models (some of them were
proposed also in [10]) and lattice QCD calculations which try to describe quarkonium dissociation
mechanism.
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Recombination

Suppression of heavy quarkonium production in QGP due to the melting can be compensated
by the recombination of single thermalized heavy quarks. J/ψs produced from dissociated charm
quarks are, in comparison to initially produced J/ψs from hard processes, are predicted to be
distributed only in the low-pT region.

The evidence of recombination effect can be observed from comparison of modification of J/ψ
production at RHIC and LHC. This is illustrated in Figure 1.5 which shows J/ψ RAA measured
at PHENIX and ALICE at forward rapidity. At LHC where much higher energy of the collisions
are reached the suppression of J/ψ as a function of Npart is lower than at RHIC and does not
depend very much on centrality [11]. This result favors the scenario of more significant effect of
recombination compared with melting at LHC energies than at RHIC.

Figure 1.5: J/ψ RAA as a function of Npart at PHENIX and ALICE at forward rapid-
ity [11].

1.2.2 Heavy quarkonium measurements in heavy-ion collisions at RHIC

At RHIC the heavy quarkonium studies focus on a variety of measurements of J/ψ and
Υ mesons in collisions of different nuclei such as Cu+Au, Au+Au and U+U. These colliding
systems allow to study the QGP effects and their dependence on the energy density of the
medium created in the evolution of the collision.

Results from Au+Au collisions

Figure 1.6 shows the nuclear modification factor RAA as a function of number of participat-
ing nucleons Npart in the collision of high-pT J/ψ together with low-pT data. As can be seen,
low-pT J/ψ are more suppressed than high-pT J/ψ over the whole Npart range. However, sup-
pression of high-pT J/ψ in central collisions is also significant. These results are consistent with
model predictions [12] which include suppression of J/ψ production due to the color screening
and statistical regeneration as a secondary production mechanism. Since regeneration is more
significant at low-pT high-pT J/ψ can serve as a cleaner probe of suppression effects of the hot
medium.

Results from U+U collisions

Measurements of J/ψ in U+U collisions provide an opportunity to prove the expected in-
crease of the energy density of the medium up to above 20 % compared with Au+Au collisions.
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Figure 1.6: J/ψ nuclear modification factor RAA in 200 GeV Au+Au collisions as a func-
tion of number of participant nucleons Npart. Data are from STAR [13, 14] and PHENIX [15]
and compared to model calculations [12, 16].

Increase of the energy density can affect resulting RAA in several ways: on one hand, it can
intensify the effect of color screening on the other hand, higher energy density means higher
probability of J/ψ production via the coalescence of unbound cc̄ pairs. Results on modification
of J/ψ production in Au+Au collisions at various energies indicated possible interplay of melting
and recombination.

Figure 1.7 shows preliminary results on J/ψ nuclear modification factor in minimum-bias
and HT triggered U+U collisions at mid-rapidity at

√
sNN = 193 GeV at STAR. In the left panel

U+U data are compared to 200 GeV Au+Au RAA as a function of pT while the right panel shows
Npart dependence of RAA Au+Au collisions at different energies

√
sNN = 39, 62.4, 200 GeV

with U+U point added. Data show that U+U and Au+Au results with similar Npart are similar.
However, the hot matter effects are expected to be the most significant in central collisions,
therefore, the study of Npart-dependence of J/ψ nuclear modification factor is important.

Figure 1.7: Left: J/ψ RAA as a function of pT in minimum-bias U+U collisions at mid-
rapidity at

√
sNN = 193 GeV at STAR [17]. Right: Npart dependence of RAA in Au+Au

collisions at different energies, minimum bias U+U point included.
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Chapter 2

The STAR experiment

The STAR (Solenoidal Tracker at RHIC) experiment [18] is a multi-purpose detector dedi-
cated to study the strongly interacting matter at high temperature and high energy density. Its
main purpose is detection, tracking and identification of charged particles at mid-rapidity.

STAR is located at the Relativistic Heavy Ion Collider (RHIC) in Brookhaven National
Laboratory in New York, USA. RHIC is able to collide ions of different masses and at different
energies. Moreover, RHIC is the only device in the world capable of colliding polarized protons.
Until now collisions of p+p, p+Au, p+Al, d+Au, h+Au, Cu+Cu, Cu+Au, Au+Au and U+U
at energies from 62.4 GeV to 500 GeV for protons and from 7.7 GeV to 200 GeV for heavy ions
have been performed at RHIC [19].

Beams of accelerated ions in counter-rotating rings (blue and yellow) of RHIC and can be
collided in six intersection points [20]. Currently, experiments STAR and PHENIX [21] are
located at two of these points.

The massive 1200 tons weighting STAR detector located at 6 o’clock of RHIC shares its
z-axis with the beam-line. It is cylindrical in shape and covers 2π in azimuth and two units of
rapidity around the mid-rapidity.

BEMC

MTD 

TOF

TPC

Magnet

VPD

EPD

Figure 2.1: The layout of the STAR detector. Picture by Alex Schmah.

STAR consists of various subsystems, schematically shown in the Figure 2.1. These subsys-
tems perform different tasks: they can be used for triggering, particle identification or tracking.
Following sections are dedicated to detectors used in J/ψ analysis presented in this work. The
Zero Degree Calorimeters together with the Time of Flight Detector performed the selection of
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central events. The Time Projection Chamber, Time of Flight detector and Barrel Electromag-
netic Calorimeter were used for identification of J/ψ daughter electrons.

2.1 Time Projection Chamber

The heart of the STAR detector, the Time Projection Chamber (TPC), is the main track-
ing device of STAR. It provides identification of charged particles according to their specific
ionization energy loss in the material.

The layout of the TPC can be seen in the Figure 2.2. It is cylindrical in shape and surrounds
the inner tracking system of the STAR detector located around the beam-pipe. TPC is 4.2 m
long and has an inner diameter of the drift volume 1 m and outer diameter 4 m [22]. It covers
pseudorapidity |η| < 1.8 and full azimuthal angle.

Figure 2.2: The Time Projection Chamber [22].

TPC sits in a uniform electric and magnetic field. The electric field of ca. 135 V/cm is
generated by Central Membrane (cathode membrane) held at the voltage -28 kV and grounded
anode end caps. The 0.5 T magnetic field is generated by the solenoidal STAR magnet [22].

TPC is filled with P10 gas (90% Argon, 10% Methane) operating at 2 mbar above the
atmospheric pressure. In the operating electric field of TPC the drift velocity in the P10 gas is
stable and insensitive to small variations in temperature and pressure and this is required.

TPC has anode read out system located on the end caps of the chamber consisting of 136 560
read-out modules based on Multi Wire Proportional Chambers technology [22]. Read-out pads
are connected into pad rows and these are divided into 12 sectors. In each sector there are 13
inner and 32 outer pad rows. The inner sectors, located in the area of the highest track density,
are equipped with smaller pads than the outer sectors to provide necessary better resolution.
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2.1.1 Particle identification using TPC

As the primary ionizing particle emerging from collision traverses the volume of the TPC it
ionizes the atoms of the gas. The electric field of the TPC causes that positive ions travel
to the Central Membrane while the (secondary) electrons drift with a constant velocity ≈
5.45 cm/µs [22] towards the end caps resulting in the drift time of / 40 µs.

Since TPC has anode read-out system the path of the primary particle is reconstructed from
the secondary electrons measured on pads on the end caps.

Magnetic field in which the TPC sits curves the trajectories of charged particles. Since the
momentum of the particle is proportional to the radius of its curvature, tracking of the particles
can determine their momenta. TPC enables to measure momenta over a range of 100 MeV/c
to 30 GeV/c [23]. The relative momentum resolution of TPC was found to be ∼ 2% for the
majority of the tracks [22]. It is improved as the number of hit points along the track increases
and as the momentum of particle decreases.

As the primary particles ionize the atoms of the gas they loose the energy which turns
out into the charge of secondary electrons collected in the TPC pads. The ionization energy
loss of particle per unit of length dE/dx in a given medium (TPC gas) can be calculated for
different particle species using the Bichsel functions [24] and compared with measured values.
The relative resolution of energy loss in TPC was established to be 7% [25]. Figure 2.3 shows the
measured and calculated energy loss of charged particles in the TPC as a function of the particle
momentum. As can be seen from the figure, pions, kaons and protons can be well separated in
the low p region (for p < 1 GeV/c). However, towards higher pT energy loss bands of different
particles overlap. In general, using the TPC, particles are identified over a momentum range
from 100 MeV/c to ∼ 1 GeV/c. To extend particle identification capabilities towards higher pT

other detectors (e.g. TOF, BEMC) are needed.

Figure 2.3: The energy loss of charged particles as a function of their momentum in 0-5%
most central U+U collisions. Expected values for electrons e, pions π, kaons K and protons
p obtained from Bichsel functions [24] are shown as colored curves.

2.2 Time of Flight Detector

The Time of Flight (TOF) detector extends the particle identification capabilities of the
TPC. Moreover, it is also very important triggering device of the STAR detector. It is used to
trigger on central collisions by requiring a high occupancy of hits on its modules.
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TOF is in the shape of cylindrical shell around the TPC (see Figure 2.1) and covers the
pseudorapidity |η| < 0.9 and full azimuthal angle.

TOF enables to measure the time of flight of the particle. In fact, TOF measures the ”stop
time” when the signal of the particle in any TOF detection pad is detected. In order to obtain
the time of flight the information from STAR Vertex Position Detectors which measure the
”start time” of the collision is used. Then, the time of flight is given as the difference between
the stop time and start time. The TOF identification capabilities are often expressed in the
words of the average value of the inverse velocity 1/β given as the ratio of the time of flight and
the length s of associated track from the TPC.

Using the information from TPC about momentum p of the particle and its 1/β, the mass
m of the particle can be calculated according to:

m =
p

c

√(
1

β

)2

− 1. (2.1)

In the left panel of Figure 2.4 the momentum dependence of the mass resolution based on
the TOF timing resolution 100 ps for protons, kaons, pions and deuterons is illustrated [26]. The
right panel of Figure 2.4 shows measured 1/β as a function of particle momentum for electrons,
pions, kaons, protons and deuterons. The theoretical curves are obtained using the particle
masses [27] and Equation 2.1.

Together with the TPC the TOF can improve the identification of low momentum particles.
It is effective in separation of electrons from heavier hadrons at low momenta to ∼ 1.4 GeV/c,
pions and (anti)protons are identified for p up to 7 - 8 GeV/c, kaons to ∼ 3 GeV/c and electrons
from 150 MeV/c to 4 GeV/c [28]. However, as can be seen from the Figure 2.4 towards the
intermediate momenta the capabilities of TOF are not sufficient for particle identification – the
mass bands and 1/β of different particle species overlap. For this reason information from Barrel
Electromagnetic Calorimeter has to be used at higher momenta.

Figure 2.4: Left: The momentum dependence of the mass resolution for the total TOF
resolution 100 ps for protons, kaons, pions and deuterons [26]. Right:1/β of charged particles
as a function of their momentum in 0-5% most central U+U collisions. Calculated values
for electrons e, pions π, kaons K, protons p and deuterons d according to 2.1 are shown as
colored curves.
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2.3 Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic Calorimeter (BEMC) measures energy of electromagnetic show-
ers produced by high momentum particles. It is also used to trigger on events with a large deposit
of energy of a jet or high pT particle in BEMC towers (brifly described later)(HT trigger).

BEMC is barrel of diameter ca. 4.4 m. It is located between the TOF detector and the
STAR magnet. It covers pseudorapidity |η| < 1 and full azimuthal angle φ. It consists of 120
calorimeter modules of the size ∆η ×∆φ ' 1× 0.1, each of each of which is segmented into 40
towers, 2 in φ and 20 in η, with each tower being 0.05 in ∆φ by 0.05 in ∆η. The schematic
drawing of the BEMC module is illustrated in the Figure 2.5. Each module consists of a lead-
scintillator stack and Barrel Shower Maximum Detectors (BSMD) [29]. As high energy particles
pass the layers of lead and scintillator. Lead plates are absorbers in which the particles lose
energy and as a result the electromagnetic showers develop. while the role of the scintillator
layers is to transform the energy of particles from shower to energy of photons and to sample
this energy.

Figure 2.5: Schematic drawing of the BEMC module [30].

Since BEMC has a total radiation length ∼ 20 X0 [29] electrons are expected to deposit
their whole energy in the calorimeter while hadrons do not. Therefore, for high momentum
electrons energy-to-momentum ratio E/pc (where E is energy deposited in the BEMC towers
and p is momentum from TPC) is ∼ 1 while for hadrons it is less than 1. So, at high momentum
the BEMC towers provide electron-hadron separation via E/pc.

2.4 Zero Degree Calorimeter

Triggering system of the STAR detector is a complicated system consisting of different levels
of logic. In this system the signals from the fast detectors (Vertex Position Detectors, Zero Degree
Calorimeters, Beam Beam Counters, or already mentioned TOF and BEMC) are processed in
bunch crossing rate 1 MHz [31] and decisions which events should be recorded and whether to
”switch on” read-out of slow detectors (required primarily for tracking and particle identification,
e.g. TPC) are made.

Central collisions analyzed in this work were selected using the ZDC+TOF triggers. Since
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TOF detector has been already described we turn our attention to the two Zero Degree Calorime-
ters (ZDCs). They are situated at 18.25 m from the intersection point outside of the RHIC mag-
nets as illustrated in Figure 2.6. Each ZDC assembly consists of three modules. Each module
consists of a series of tungsten plates alternating with layers of wavelength shifting fibers that
route Čerenkov light to a photo-multiplier tube. By detecting the Čerenkov radiation the ZDCs
measure the number of spectator neutrons from collisions.

ZDCs are used for triggering on central collisions and for beam monitoring [32, 5].

Figure 2.6: Plan view of the collision region with the location of ZDC detectors illustrated.
Deflection of charged fragments and protons is indicated [32].
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Chapter 3

Data analysis

This chapter focuses on the data analysis leading to the extraction of raw J/ψ signal in 0-5%
most central U+U collisions at the STAR experiment. J/ψ was reconstructed via the electron-
positron decay channel J/ψ → e+e− with branching ratio B.R. = (5.971 ± 0.032) % [27]).
The method of J/ψ signal extraction is described as a sequence of different criteria applied on
analyzed events, tracks and J/ψ daughter electron (positron) candidates.

3.1 Data and triggers

In this analysis the data taken from U+U collisions recorded at RHIC at the center-of-mass
energy

√
sNN = 193 GeV in Run 12 in year 2012 were used. Since the aim of the analysis was to

study the J/ψ in central U+U collisions, only the events satisfying the 0-5% centrality triggers,
namely those labeled central-5 and central-5-protected, were analyzed.

The labeling ”central-5” denotes the centrality class of events which are the subject to
selection. In general, the 0-5 % centrality triggers select the events by requiring a small signal
deposited in the ZDC detectors as well as a large multiplicity from the barrel TOF.

Attribute ”protected” means that there is an algorithm that looks at the past and future
history of information in the trigger detectors (BBC hits, ZDC energy, TOF hits) to reduce (but
not able to completely remove) additional occupancy in the TPC caused by pile-up of other
events in the 40 µs readout time.

Using the central triggers ca. 115 M events were selected and these were used for further
studies. Figure 3.1 shows the multiplicity distribution of events used in this analysis.
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Figure 3.1: Multiplicity distribution of 0-5% most central events according to TOF+ZDC
central triggers.
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3.2 Event selection

In further analysis only those events for which the longitudinal distance (i.e. the distance in
the direction of the z-axis) between the z-coordinate of their primary vertex reconstructed as
an intersection point of the TPC tracks vZ

TPC and the center of the detector (vZ
TPC) was lower

than 30 cm were selected (shown in the left panel of Figure 3.2). This requirement was used to
ensure that the efficiency of reconstruction will not depend on vZ. Thus, only collisions in the
center of the detector were analyzed.

The primary vertex can be determined also by the Vertex Position Detectors (VPD). To
remove the pile-ups only the events for which |vTPC

Z − vVPD
Z | < 3 cm (see right panel of

Figure 3.2) were analyzed. Applying the event cuts the number of analyzed events was reduced
to ∼ 56 M.

Vz
Entries    6.852477e+07

Mean   -4.837

RMS     38.24

 [cm]TPC
Zv

-100 -80 -60 -40 -20 0 20 40 60 80 100

co
un

ts

0

100

200

300

400

500

600

310×

Vz
Entries    6.852477e+07

Mean   -4.837

RMS     38.24

DiffVz
Entries  120
Mean   0.09216
RMS    0.4364

  [cm]TPC
Zv -VPD

Zv
-6 -4 -2 0 2 4 6

co
un

ts

210

310

410

510

610

710

DiffVz
Entries  120
Mean   0.09216
RMS    0.4364

Figure 3.2: Left: vZ
TPC distribution of analyzed events before the vTPC

Z cut. Dashed lines
denote the applied cut. Right: vTPC

Z − vVPD
Z distribution of analyzed events after vTPC

Z cut.
Dashed lines denote the vTPC

Z − vVPD
Z cut.

3.3 Track selection

In the analyzed events J/ψ daughter electrons (positrons) were selected from the so-called
primary tracks.

In addition to global tracks which are obtained from fitting the hits in the TPC, the primary
tracks are reconstructed by refitting the hits in the TPC taking also the collision vertex into
account as a fit point. In other words we require the track to originate in (or very close to)
the primary vertex. This requirement comes from the very short lifetime of J/ψ which is
≈ 7.10−20 s [27] so J/ψ is not expected to travel far from the primary vertex before it decays into
e.g. daughter electrons. Hence, the primary tracks are considered to perform good description
of J/ψ daughter electrons (positrons).

3.3.1 Track quality requirements

In this analysis the primary tracks were selected according to the following quality require-
ments:

• The distance of the closest approach (DCA) of the track to the primary vertex of the event
had to be less than 3 cm.
• Particle trajectories are reconstructed by fitting the hits on the TPC pads. To ensure

good quality of reconstructed tracks the minimum number of reconstructed hits in TPC
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was required to be 20.
• The ratio of fitted hits to all possible hits (maximum number of hit points) on the TPC pads

had to be larger than 0.51. This requirement was used to remove split tracks (misidentified
as different tracks) which decrease the considered ratio.

3.3.2 Kinematic requirements - pT cut

Following kinematic requirements on electron candidates were also used:

• Only tracks with pseudorapidity η < 1.0 were accepted. This requirement is based on the
acceptance of the TPC.
• We required the pT of the primary tracks to be above 0.2 GeV/c in order to reach the

outer radius of the TPC.
• In addition to the previously mentioned requirements on primary tracks only the electrons

(positrons) with transverse momenta above 1.0 GeV/c were accepted for the analysis of
J/ψ signal. The pT cut was motivated by the shape of the pT distribution of J/ψ daughter
electrons obtained from simulation. There is only a small fraction of J/ψ decays into
electrons (positrons) with pT below ∼ 0.8 GeV/c. For the analysis of photonic electrons
used for efficiency calculations this pT cut was not used.

3.4 Electron identification

From the primary tracks satisfying criteria described above J/ψ daughter electron (positron)
candidates were selected. The electron (positron) candidates had to fulfill cuts on TPC, TOF
and BEMC signal described in following sections.

3.4.1 TPC cut

The electron (positron) data sample was selected using only those tracks for which their
dE/dx fluctuates around the corresponding theoretical value dE/dxBichsel [24] shown in Fig-
ure 2.3. This method of selection is connected with the variable nσe which gives dE/dx normal-
ized to dE/dxBichsel for electrons in the logarithm and scaled by the dE/dx resolution σdE/dx:

nσe = ln

(
dE/dx

dE/dxBichsel

)
/σdE/dx (3.1)

In the J/ψ analysis nσe was required to be in the range between −1.5 and 2.0. The asym-
metric cut was applied in order to decrease the contamination from pions at negative nσe which
can be seen in the left panel of Figure 3.3. TPC nσe cut was required for all electron (positron)
candidates.

3.4.2 TOF cut

For low momentum particles 1/β measured by TOF is ∼ 1 for electrons while it is > 1 for
hadrons. Towards higher momenta (p > 1.4 GeV/c) 1/β of e, π, p,K, d approaches to 1 and it
is not possible to select the electrons only with the TOF detector. In our analysis the TOF cut
was applied as follows: if p < 1.4 GeV/c we required electron candidates to have a valid TOF
signal, i.e. we required TOFMatchFlag > 0 and |ylocal| < 1.8 cm where ylocal is distance of the
track projection and the center of TOF pad and 1/β to be in the range from 0.970 to 1.025. For
particles with momenta higher than 1.4 GeV/c TOF was used as veto. Particle was accepted if
it did not have the signal in TOF. On the other hand, if particle had a good signal in TOF but
1/β was not in the required range it was not accepted. Right panel of Figure 3.3 shows 1/β of
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tracks which satisfy primary track quality requirements, TPC and BEMC cut. The lines on the
plot illustrate the TOF cut.

Figure 3.3: Left: nσe of tracks satisfying primary track quality requirements, TOF and
BEMC cuts. Black dashed lines denote the nσe cut. Right: 1/β of particles which satisfy
TPC and BEMC cuts. Red dashed lines on the plot illustrate the TOF cut.

3.4.3 BEMC cut

To identify particles of momenta higher than 1.4GeV/c the BEMC is needed. BEMC can
distinguish between electrons and hadrons with higher momenta according to the ratio pc/E (E
is deposited energy in the BEMC tower, p is the momentum of the particle required by TPC)
which should be ∼ 1 for electrons and > 1 for hadrons. However, different effects (leakage/gain
of the energy to/from neighboring towers) modify this ratio. Thus the electron candidates were
required to deposit energy E > 0.15 GeV in the highest energy BEMC tower and satisfy the
criterion: 0.7 < pc/E < 2.0.

3.5 Raw J/ψ yield

J/ψ signal was reconstructed from the decay of J/ψ mesons into e−e+ pairs. To find the J/ψ
signal each electron candidate was combined with each positron candidate satisfying electron
cuts described in previous sections. The invariant mass of electron-positron pairs was calculated
according to the formula

Minv =
√

2p1p2(1− cos α) (3.2)

where p1 and p2 are momenta of electron(positron) candidates and α is the angle between p1

and p2. We used cut on J/ψ rapidity: −1 < y < 1 to analyze the signal only at mid-rapidity.
However, the created e−e+ pairs contain not only the pairs coming from J/ψ decay but

also randomly paired e−e+. These represent significant combinatorial background needed to be
subtracted. Two methods of combinatorial background estimation were used in this analysis:

• Like-sign background - the like-sign pairs (e−e− and e+e+) were combined within the
same events and invariant mass of these pairs was calculated.

• Mixed event background - we combined electrons and positrons from different events
with similar event conditions which were multiplicity and primary vertex position. Events
were divided into 10 multiplicity and 20 vZ bins. For each multiplicity and vZ bin the
combinatorial background was calculated combining each e+ from one event with each e−

from the other event always at least 10 events were mixed. Mixed event background was
then normalized to the like-sign background in the invariant mass region (2.0, 3.6) GeV/c2
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Figure 3.4: Left: The invariant mass spectra of e+e− unlike-sign pairs, mixed events pairs
and like-sign pairs in 0-5 % most central U+U collisions. Right: Zoom on the region around
J/ψ mass peak.

around J/ψ invariant mass peak. This method of combinatorial background subtraction
enables us to increase the statistics (decrease the statistical error of the background)
compared with like-sign method.

Both methods of combinatorial background subtraction were tested in studied J/ψ pT bins.
Figure 3.4 shows the invariant mass spectra of e−e+ unlike-sign pairs, mixed events pairs and
e−e−, e+e+ like-sign pairs used in the J/ψ signal studies in 0-5% most central U+U collisions
for J/ψ pT integrated. As can be seen, there is a visible peak in the region around J/ψ invariant
mass.

Due to its advantage mentioned above only the mixed event background was used for the
description of the combinatorial background for the rest of the analysis. However, even after
the subtraction of the combinatorial background the so called residual background still remains.
Therefore the invariant mass shape was fitted with the Crystal ball function [33] to describe
the signal shape and the linear function (in notation used here with the constant term P0

and slope P1) to describe the residual background. Other functions such as second and third
degree polynomials and exponential function were also used for residual background fitting (as
illustrated in Figure 5.1). However, the best agreement with data was achieved with the linear
function. The Crystal ball function is similar to a Gaussian function but it has a power-low tail
which is used to describe the asymmetry of the peak. This can be caused by the bremsstrahlung
of J/ψ daughter electrons (positrons) which are reconstructed with lower invariant mass. The
Crystal ball function can be expressed as [33]:

fCB(m) =


N√
2πσ

exp
(
− (m−m0)2

2σ2

)
, for m−m0

σ > −α;

N√
2πσ

(
n
|α|

)n
exp
(
− |α|

2

2

)(
n
|α| − |α|−

m−m0
σ

)−n
, for m−m0

σ ≤ −α.
(3.3)

N is the normalization constant, m0 is common mean (in this case J/ψ invariant mass), σ
is variance, α defines the transition between the Gaussian and the power-law functions and n
describes an exponent of the power law tail [33].

Figure 3.5 shows the J/ψ invariant mass peaks and fitting functions for three J/ψ pT bins:
0 - 1 GeV/c, 1 - 3 GeV/c, 3 - 7 GeV/c and for J/ψ pT integrated in 0-5 % most central U+U
collisions. While at lower transverse momenta clear J/ψ peak can be observed for pT = 3
- 7 GeV/c the signal peak is small. In general, the data points have large statistical errors,
significant fluctuations of the residual are observed and this affects the quality of the fit. The
fitting of the peak serves mainly to estimate the residual background.

19



Raw J/ψ yield was calculated by the bin counting in the invariant mass region (2.9-3.2) GeV/c2

after subtracting the residual background obtained from the fit. This range was used in order
to include substantial part of the yield smeared towards lower invariant mass.

Significance s of the J/ψ signal can be calculated as

s =
S√
S +B

=
S

σS
(3.4)

where S is the number of J/ψs in given invariant mass range, σS its error and B is the background
(combinatorial+residual) in the same region.

Table 3.1 shows an overview of J/ψ raw yields in different J/ψ pT bins and for J/ψ pT

integrated, its error and corresponding significance. J/ψ raw yield error was calculated as the
error of the bin counting combined with the integral error of residual background.

Figure 3.5: J/ψ signal after combinatorial background subtraction for for J/ψ pT 0 -
1 GeV/c, 1 - 3 GeV/c, 3 - 7 GeV/c and for J/ψ pT 0 - 7 GeV/c integrated. Signal is fitted
with the Crystal Ball function, residual background with the linear function.

pT [GeV/c] Raw yield Error Significance

0–1 1660 370 4.5

1–3 2750 400 6.8

3–7 450 140 3.2

0–7 4790 560 8.6

Table 3.1: Raw yield, error of the raw yield and significance of the J/ψ signal for different
J/ψ pT bins.
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Chapter 4

Signal corrections

By setting the requirements on electron (positron) signal in TPC, TOF and BEMC and the
cut on J/ψ invariant mass window only a fraction of J/ψ produced in central U+U collisions
is reconstructed. Therefore, to calculate the J/ψ invariant yield in central U+U collisions the
correction of J/ψ raw yield on the number of J/ψ which did not fulfill the different signal
requirements is needed. In this chapter J/ψ signal corrections are described and quantified by
corresponding acceptance and efficiency factors.

4.1 J/ψ reconstruction efficiency

J/ψ reconstruction efficiency εreco quantifies the estimated fraction of J/ψ raw yield recon-
structed in this analysis out of the number of J/ψ produced in studied U+U collisions. εreco can
be expressed as function of J/ψ pT by the formula:

εreco(pT) = εfolded(pT)× εcount(pT) (4.1)

where given terms denote contributions to signal corrections: J/ψ folded reconstruction ef-
ficiency εfolded and signal counting correction εcount which includes correction on the number
of J/ψ reconstructed outside the range of the J/ψ invariant mass cut and the correction on
bremsstrahlung of electrons (positrons).

J/ψ folded reconstruction efficiency can be further expressed as:

εfolded(pT) = εgeom × acc(pT)×
∑
p1,p2

εe−(p1)× εe+(p2)× ω(pT, p1, p2) (4.2)

where εgeom × acc is the J/ψ TPC tracking efficiency and geometrical acceptance, and εe− (εe+)
is the efficiency of J/ψ decay electron (positron) identification and ω(pT, p1, p2) is the weighting
factor. ω(pT, p1, p2) denotes the ratio of J/ψs with transverse momenta in given pT bin with
daughter electrons and positrons with momenta in bins p1 and p2 to all of J/ψ. ω(pT, p1, p2)
was estimated from the simulation which is described in following section. It was not estimated
from data since J/ψ were analyzed using the requirement pT > 1.0 GeV/c on daughter electrons
(positrons) which was included in calculation of εgeom × acc (it could not be counted twice).

All the contributions to J/ψ reconstruction efficiency mentioned above are described in more
detail in following sections.

4.1.1 TPC tracking efficiency and geometrical acceptance

TPC tracking efficiency and geometrical acceptance was determined from simulation. Monte
Carlo simulated J/ψ were embedded into real events and the interaction of daughter electrons
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Figure 4.1: TPC tracking efficiency εgeom×acc as a function of J/ψ pT in different rapidity
bins before (left) and after (right) pT cut on daughter electrons.

(positrons) with detector material was studied using the GEANT simulation. Then the same
TPC track quality and acceptance requirements were used on simulated sample as on real tracks.

Since the embedding for J/ψ in central U+U collisions was not produced at the time when
this work was finalized, temporarily, the embedding for J/ψ in Run 11 0-5 % most central
Au+Au collisions at 200 GeV was used in the analysis.

In order to shorten the computing time, pT and rapidity spectra of simulated J/ψ were
produced as flat. To make the shape of these distributions more realistic the pT spectrum was
weighted by experimentally obtained function [34]

dN

dpT
=

A

(1 + (pT/b)2)n
. (4.3)

This shape was used for the description of J/ψ pT spectrum in 200 GeV p+p collisions at
PHENIX [34]. A is normalization factor, b and n are parameters from [34]. In addition, J/ψ y
spectrum was weighted with the analyzed J/ψ y distribution from real data.

As mentioned above the simulated electron (positron) daughters of the embedded J/ψ that
were accepted by the TPC geometry were reconstructed using the same track quality require-
ments as the real data. TPC tracking efficiency and geometrical acceptance was then calculated
as the ratio of the number of reconstructed embedded J/ψ to the number of Monte Carlo simu-
lated J/ψ. Two panels of Figure 4.1 show the TPC tracking efficiency as a function of J/ψ pT

in different rapidity bins. To illustrate the effect of pT > 1 GeV/c cut applied on daughter
electrons (positrons) the left panel of Figure 4.1 shows εgeom×acc before the pT cut applied while
the right panel shows εgeom×acc with the pT cut included. As can be seen pT cut systematically
decreased εgeom×acc. The effect is the most significant for J/ψ with pT ≈ 1 − 3 GeV/c and
−0.4 < y < 0.4.

4.1.2 Single electron identification efficiency

The efficiency of single electron identification covers detector cut efficiency − since different
cuts on TPC, TOF and BEMC signal were used only some fraction of electrons was accepted
− and matching efficiency − which represents probability that the track leaves signal in the
detector (TOF or BEMC).

Resulting efficiency of single electron identification εe includes all mentioned efficiencies and
can be expressed as
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εe =


εTPCcut × εTOFcut × εTOFmatch

for p ≤ 1.4GeV/c;

εTPCcut × [εTOFcut × εTOFmatch + (1− εTOFmatch)]× εBEMCcut × εBEMCmatch

for p > 1.4GeV/c.

(4.4)

In order to calculate single electron identification efficiency from data we need to select pure
electron data sample without hadron contamination (in an ideal case). For this purpose pairs of
photonic electrons (which come from γ conversions, π0 and η decays) with low invariant mass
minv < 12.5 MeV/c2 are selected. The photonic electron candidates are required to satisfy all
track quality and kinematic cuts (as summarized in Table ??). Moreover, all electron identifica-
tion cuts, i.e. TPC, TOF and BEMC cuts, are applied on the first photonic electron candidate
from the pair while the second one, not biased by the studied detector, is used for efficiency
studies. Since the probability that electron has a signal in TOF and BEMC is correlated sig-
nal in TOF was required for the photo-candidate in BEMC matching efficiency calculation. In
order to remove non-photonic contributions from the studied sample, the like-sign background
photonic electron pairs were subtracted from the unlike-sign pairs and the photonic electrons
from subtracted sample were studied.

TPC cut efficiency

TPC cut efficiency εTPCcut estimates the fraction of photonic electron candidates satisfying
the nσe cut used in the analysis, −1.5 < nσe < 2.0. The nσe distributions of photonic electrons
were fitted with Gaussian function in each momentum bin in the range −2.0 < nσe < 3.0
(this range was chosen due to the residual contamination from other particles, mostly pions).
Left panel of Figure 4.2 shows the nσe distribution of electrons in the momentum range (0.4−
0.6) GeV/c with Gaussian fit applied.
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Figure 4.2: Left: nσe distribution for photonic electrons with momenta (0.4− 0.6) GeV/c.
Right: TPC cut efficiency εTPCcut given as a function of photonic electron momentum p.

The TPC cut efficiency was then calculated as the ratio of the area under the Gaussian curve
in the cut range −1.5 < nσe < 2.0 and the area under the Gaussian curve in its whole range.
Resulting TPC cut efficiency given as a function of photonic electron momentum can be seen
in the right panel of Figure 4.2. To remove the y-dependence of TPC cut efficiency, TPC cut
efficiency was weighted by the rapidity distribution of J/ψ in studied momentum bins and so
included in further calculations.
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TOF cut efficiency

The TOF cut efficiency was calculated as the ratio of the number of photonic electron
candidates satisfying 1/β cut used in the analysis, 0.970 < 1/β < 1.025, to the number of
photonic electron candidates satisfying wider cut, 0.93 < 1/β < 1.07, which should be wide
enough to cover all the electron candidates. Left panel of Figure 4.3 shows 1/β distribution of
photonic electron candidates in momentum bin (0.4−0.6) GeV/c. Resulting TOF cut efficiency
as a function of electron momentum is shown in the right panel of Figure 4.3. As can be seen,
the TOF cut efficiency shows constant trend as a function of momentum and is almost 99% what
indicates that the 1/β cut used in the analysis is wide enough to cover practically all electrons
(positrons).
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Figure 4.3: Left: 1/β of photonic electron candidates with momenta (0.4 − 0.6) GeV/c.
Right: TOF cut efficiency εTOFcut as a function of photonic electron momentum p.

TOF matching efficiency

TOF matching efficiency was calculated as the ratio of the number of photonic electron
candidates with valid TOF signal to all photonic electron candidates. Left panel of Figure 4.5
shows resulting TOF matching efficiency as a function of electron momentum.

BEMC cut efficiency

The BEMC cut efficiency was calculated as the ratio of photonic electrons candidates sat-
isfying the BEMC cut 0.7 < pc/E < 2.0 (in terms of E/pc: 0.5 < E/pc . 1.43) to those with
pc/E in the wider range, 0.0 < pc/E < 5.0, which should be wide enough to cover all photonic
electron candidates.

Left panel of Figure 4.4 shows E/pc of photonic electron candidates in one momentum bin
(1.8 < p < 2.0 GeV/c). Unlike-sign photonic electron candidates, like-sign background and
subtracted data sample are shown. Resulting BEMC cut efficiency as a function of electron
momentum is in the right panel of Figure 4.4.

BEMC matching efficiency

Similarly to the TOF matching efficiency, the BEMC matching efficiency was calculated as
the ratio of the number of photonic electron candidates with valid BEMC signal and all photonic
electron candidates. Here the valid BEMC signal means that there is a hit recorded in the BEMC
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Figure 4.4: Left: pc/E distribution of photonic electron candidates in the momentum
bin 1.8 < p < 2.0 GeV/c. Right: BEMC cut efficiency εBEMCcut as a function of electron
momentum p.

tower to which the track from TPC projects. Right panel of Figure 4.5 shows resulting BEMC
matching efficiency as a function of photonic electron momentum.
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Figure 4.5: TOF (left) and BEMC (right) matching efficiency εBEMCmatch as a function
of photonic electron momentum p.

Resulting single electron identification efficiency

Left panel of Figure 4.6 shows the resulting single electron identification efficiency as a
function of momentum. Figure 4.6 also shows step around p = 1.4 GeV/c which is caused by
the change of the selection criteria on electron candidates.

4.1.3 Resulting folded J/ψ reconstruction efficiency

Resulting folded J/ψ reconstruction efficiency εfolded was caculated according to Equation 4.2.
Weighting factor, TPC tracking efficiency and geometrical acceptance εgeomxacc and single elec-
tron identification efficiency needed for εfolded extraction have been described in previous sections.
Resulting folded J/ψ reconstruction efficiency can be seen in the right panel of Figure 4.6.
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Figure 4.6: Left: Resulting single electron identification efficiency εe as a function of elec-
tron momentum p. Right: Folded J/ψ reconstruction efficiency in three studied transverse
momentum bins pT.

4.2 Signal counting correction

J/ψ signal was calculated by the bin-counting method in the region of electron-positron
invariant mass (2.9, 3.2) GeV/c2. However, due to the detector effects not all of J/ψ are re-
constructed in this invariant mass range. The signal counting correction was estimated from
the embedding where the simulated J/ψ invariant mass spectra were scaled to the signal peak
of the measured spectra. To improve the agreement between the data and the simulation, the
correction to the simulated spectra was performed by smearing the momentum resolution of
daughter electrons (positrons). This can be seen in left panel of Figure 4.7 and the fraction of
J/ψ with invariant mass outside the range (2.9, 3.2) GeV/c2 was calculated. This fraction was
then estimated to be ∼ 10% and increases towards higher pT.

4.3 Overall J/ψ reconstruction efficiency

Resulting J/ψ reconstruction efficiency εreco was calculated using the formula 4.1 and using
the calculated efficiency factors from previous sections. εreco as a function of J/ψ pT is shown
in the right panel of Figure 4.7. As can be seen the overall reconstruction efficiency is on the
level of 10 %.
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Figure 4.7: Left: J/ψ invariant mass spectrum from data compared to simulation for
J/ψ pT integrated. Right: Resulting J/ψ reconstruction efficiency in three bins of J/ψ pT.
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Chapter 5

Systematic uncertainties

In this chapter the main sources of systematic uncertainties in J/ψ analysis in central U+U
data are described. Systematic uncertainties of J/ψ invariant yield coming from the extraction
of J/ψ raw yield, simulation and efficiency calculation are evaluated.

5.1 Yield extraction

The J/ψ raw yield was obtained by the bin counting method. First, the combinatorial
background was subtracted from the electron-positron invariant mass spectrum. Then, the
invariant mass distribution was fitted with the Crystal-Ball function to describe the signal shape
and with the linear function to describe the residual background in the range 2.0 - 3.6 GeV/c2.
The uncertainties associated with this method of signal extraction are described below.

Range of bin-counting

One of the contributions to the uncertainty of the yield comes from the choice of the range
in which J/ψ signal was counted. The J/ψ raw yield was obtained by counting the number of
entries in the electron-positron mass spectrum in the range 2.9 < minv < 3.2 GeV/c2 after the
combinatorial and residual background subtraction. The number of counts was corrected using
the fraction of J/ψ outside of this mass range which was determined using the smeared signal
shape from simulation.

In order to estimate uncertainty from the range of the bin counting J/ψ raw yield was
counted in larger mass window, 2.7 < minv < 3.3 GeV/c2. Afterwards it was corrected the same
way as in the case of smaller range discussed in more detail in Section 4.2 and the difference in
the yields was accounted as a systematic uncertainty. It varies in the range 2.8 - 8.1 % depending
on pT.

Residual background fitting

Linear function was used to describe the residual background in the invariant mass window
2.0 < minv < 3.6 GeV/c2. To calculate the corresponding uncertainty other functions were
used for the residual background description such as second and third degree polynomials and
exponential function. The range of the fit was also varied (2.0 < minv < 3.6 GeV/c2, 2.0 <
minv < 5.0 GeV/c2, 2.6 < minv < 3.6 GeV/c2). Different descriptions of residual background
are illustrated in Figure 5.1. It shows the fit of J/ψ mass peak using the Crystal Ball function
combined with the listed functions used to describe the residual background. Change of the
fitting functions and range caused the difference of the J/ψ yield of 9.4 - 18.1 % depending on
pT which was taken as the systematic uncertainty.
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Figure 5.1: Different functions used for the description of the residual background: linear
function, second and third degree polynomials and exponential function.

5.2 TPC tracking efficiency and geometrical acceptance

The systematic uncertainty connected with TPC tracking efficiency (Section 4.1.1) and ac-
ceptance was estimated from comparing the distributions of number of fitted hits in TPC from
simulation and data. As the data the sample of photonic electrons not affected by the require-
ment on number of fitted hits was used. The method of systematic uncertainty extraction was
described in [35]. The fraction of photonic electrons satisfying the requirement on the number
of fitted hits (nHitsFit > 19) was calculated. Similar fraction was calculated for the embedded
data and the ratio of these two fractions was estimated as the relative uncertainty of the number
of fitted hits (in each momentum bin). This uncertainty then propagated to the uncertainty of
electron identification and, finally, J/ψ yield and was estimated to be 8.3 - 9.1 % depending on
the pT of J/ψ.

5.3 Electron identification efficiency

The single electron identification efficiency consists of TPC cut efficiency, TOF and BEMC
cut and matching efficiencies as described in Chapter 4. The systematic uncertainties of these
different contributions are described below.

5.3.1 Fitting procedure - range

Constraints on the range of the Gaussian fit of nσe distributions used for the TPC cut
efficiency calculation (Section 4.1.2) were varied to determine the effect on the fitting. The TPC
cut efficiency was calculated using different ranges of fitting, −3.0 < nσe < 2.0, −3.5 < nσe <
2.5, −2.5 < nσe < 2.0 and −4.0 < nσe < 2.5. The difference between the highest and lowest
values of efficiency was taken as the systematic uncertainty. This accounted for 1.5 - 2.6 %.

5.3.2 Mean and width of the electron Gaussian

Mean and width of the nσe distributions of photonic electron candidates used for the TPC
cut efficiency calculation (Section 4.1.2), see Figure 5.2, are expected to show no momentum
dependence. However, due to some calibration effects or remaining hadron contamination under
the electron Gaussian there are some contributions to non-constant trend. These effects are
more visible in the dependence of Gaussian mean in Figure 5.2.
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To take these effects into account, the mean and width of the electron Gaussian were fitted
with the constant function in the range 0.2 < p < 6.0 GeV/c and constant parameters of these
fits were used to calculate the TPC cut efficiency. Change of the final yield of J/ψ using the TPC
cut efficiency calculated and the TPC cut efficiency calculated using the constant fit described
here was estimated to be 1.4 - 1.9 %, and this was accounted as the systematic uncertainty.
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Figure 5.2: Mean and width of the nσe distributions of photonic electron candidates as a
function of photonic electron momentum.

5.3.3 TOF efficiency

TOF cut and matching efficiencies were calculated by comparing the number of photonic
electron candidates which satisfied the TOF cut and matching requirements to all of those
studied as presented in Section 4.1.2.

TOF matching efficiency

To estimate the systematic uncertainty of the electron TOF matching efficiency, the hadron
TOF matching efficiency was calculated. Its momentum dependence was scaled to the calculated
electron matching efficiency and the difference between the results of these two calculations was
taken as the systematic uncertainty (1.1 - 1.4 %). Figure 5.3 shows the comparison of TOF
matching efficiency obtained from electrons and scaled hadrons. This method of TOF matching
efficiency calculation was motivated by work [36]. As can be seen the momentum dependence
for electrons shows different trend compared with hadrons and will be object for further studies.

TOF cut efficiency

As in[36, 35] the systematic uncertainty of TOF cut efficiency was estimated by using the
Gaussian fit of the electron 1/β distributions. Gaussian fit was used for 1/β fitting. The area
under the Gaussian fit in the TOF cut range 0.970 < 1/β < 1.025 was calculated as well as
the area under Gaussian fit in the range 0.93 < 1/β < 1.07. The TOF cut efficiency was then
calculated as the ratio of these two areas. 1/β distribution with Gaussian fit applied is illustrated
in the left panel of Figure 5.4. The TOF cut efficiency extracted from data was compared to
that obtained from the Gaussian fit. This can be seen in the right panel of Figure 5.4 showing
the εTOFcut as a function of momentum extracted from bin counting and from fitting. The
difference between them caused the difference in the final yield of 1.1 - 1.4 % which was taken
as the systematic uncertainty.
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Figure 5.3: TOF matching efficiency for electrons and hadrons as a function of momentum.
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Figure 5.4: Left: 1/β of photonic electron candidates with momenta 0.4 - 0.6 GeV/c fitted
with the Gaussian function. Right: TOF cut efficiency εTOFcut as a function of photonic
electron momentum p extracted from data and Gaussian fit.

5.3.4 BEMC efficiency

BEMC cut and matching efficiencies were calculated in a similar way as the TOF efficiencies
as described in Section 4.1.2. Below the calculations of corresponding systematic uncertainties
are described.

BEMC matching efficiency

The systematic error of BEMC matching efficiency was obtained from comparing the results
from data and from simulation. This is illustrated in the Figure 5.5. As can be seen, results
from simulation underestimate results obtained from the data analysis. The difference between
simulated BEMC matching efficiency and the matching efficiency extracted from data which is
2.9 - 3.9 % was taken as the systematic uncertainty.

BEMC cut efficiency

Similarly to BEMC matching efficiency, BEMC cut efficiency was extracted from data. To es-
timate the corresponding systematic error it was compared to the BEMC cut efficiency obtained
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Figure 5.5: BEMC matching efficiency extracted from data and from simulation as a
function of electron momentum.

from simulated data. Figure 5.6 shows the pc/E of photonic electrons compared to simulated
data from embedding. As can be seen there is a good agreement between the data and the
simulation. The resulting BEMC cut efficiency for real and embedded data can be seen in the
right panel of Figure 5.6. The difference between εBEMCcut for data and simulation resulted in
the systematic uncertainty of the J/ψ yield 2.2 - 4.1 % depending on pT.
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Figure 5.6: Left: pc/E distribution of real and simulated data for electron momentum 1.8
- 2.0 GeV/c. Right: BEMC cut efficiency extracted from data and from simulation as a
function of electron momentum.

5.4 Efficiency

Usually, the contributions of single electron identification efficiency are extracted from sim-
ulation or estimated as the average between the simulation and data. This method of efficiency
calculation enables to reduce statistical fluctuations observed in real data and thus decrease the
statistical error of the final results. In the analysis presented in this work, the contributions of
single electron identification efficiency were, however, calculated from data, since there were no
simulated data for U+U collisions available at the time when this analysis was being performed.
The closest possible simulated data for Au+Au from year 2011 were temporarily used instead
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of U+U. However, they are different collision system, do not reach as high multiplicities as cen-
tral triggered U+U and also there could have been some differences in the experimental setup.
Hence, a decision was made to temporarily favor the data in the efficiency studies.

As a consequence the obtained results are significantly affected by large statistical uncertain-
ties of efficiency contributions. These are summarized in the in the overall efficiency uncertainty.
It was calculated from statistical uncertainties of the electron (positron) identification efficiencies
and J/ψ tracking efficiency shown in Chapter 4. These were combined and resulted in the most
significant contribution of systematic uncertainty of the yield which varied from 5.9 to 34.8%.

5.5 Resulting systematic uncertainty

The different contributions to resulting systematic uncertainty of J/ψ in 0-5% central U+U
collisions as a function of J/ψ transverse momentum are summarized in Table 5.1. As in [36],
for the calculation of the total systematic uncertainty all were added in quadratures. Since some
of listed contributions are correlated, the resulting systematic uncertainty gives the upper limit
of the uncertainty.

J/ψ pT [GeV/c] 0-1 1-3 3-7

Yield extraction

Range of bin counting 6.6% 2.8% 8.1%

Residual background fitting 18.1% 17.1% 9.4%

TPC tracking efficiency and acceptance 9.1% 8.4% 8.3%

Electron identification efficiency

TPC cut efficiency (range of fit) 1.5% 1.9% 2.6%

TPC cut efficiency (mean and width) 1.4% 1.8% 1.9%

TOF matching efficiency 1.1% 1.3% 1.4%

TOF cut efficiency 2.1% 2.4% 2.5%

BEMC matching efficiency 3.0% 2.9% 3.9%

BEMC cut efficiency 2.2% 2.6% 4.1%

Efficiency (statistical uncertainty) 5.9% 22.8% 34.8%

Overall uncertainty 22.6% 30.3% 38.4%

Table 5.1: Overview of different sources of systematic uncertainties for different pT bins.
These sources are described in more detail in text. Overall uncertainty includes all uncer-
tainties stated above added in quadratures.
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Chapter 6

Results

In this chapter the main results of the analysis of J/ψ in 0-5 % central U+U collisions at√
sNN = 193 GeV are presented, particularly J/ψ invariant yield and nuclear modification

factor.

6.1 Invariant yield

To obtain the invariant yield of J/ψ in 0-5 % central U+U collisions the J/ψ raw yield was
corrected on the total reconstruction efficiency (Chapter 4) and normalized to the phase space
and the number of events analyzed. The invariant J/ψ pT spectrum is defined as

B
d2N

dφpTdpTdy
=

1

2πpT∆pT∆y

NJ/ψ

εtotal

1

Nev
(6.1)

where B denotes the branching ratio J/ψ → e+e−, pT is the the mean transverse momentum
in a bin of width ∆pT and the rapidity interval is ∆y = 2 for |y| < 1. NJ/ψ is the J/ψ raw
yield in a given pT bin (Chapter 3), εtotal is the total J/ψ reconstruction efficiency discussed
in Section 4.3 and Nev is the number of events analyzed satisfying the event cuts (ca. 56 M).
Left panel of Figure 6.1 shows the resulting J/ψ invariant yield as a function of the weighted
average of pT in given bin. Statistical and systematic uncertainties are also depicted. The yield
decreases towards higher pT and for the highest pT the decrease is the most significant.

6.2 Nuclear modification factor

Nuclear modification factor of J/ψ as a function of pT was calculated according to

RAA(pT, y) =
1

< Nbin > 0.964/σpp
inel

d2NAA/dpTdy

d2σpp/dpTdy
(6.2)

where d2NAA/dpTdy denotes J/ψ invariant yield in U+U collisions defined above, < Nbin >∼
1172 is the average number of binary nucleon-nucleon collisions in 0–5% central U+U collisions
(see Chapter 4). σpp

inel is p+p inelastic cross section and U+U collisions 193 GeV and d2σpp/dpTdy
is the invariant cross section of J/ψ production in p+p collisions. The scaling factor 0.964 was
included to account for the difference between the charm cross section in p+p collisions at
200 GeV and 193 GeV.

Since STAR lacks J/ψ low-pT data in p+p collisions, and to make the results of this J/ψ
analysis consistent with those from minimum bias U+U collisions, the same p+p reference
was used, specifically the data from PHENIX [37] (for pT < 2 GeV/c) and STAR [13] (for
pT > 2 GeV/c). The p+p reference fitted with the function 4.3 is shown in the right panel of
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Figure 6.1: Left: J/ψ invariant yield in 0-5 % most central U+U collisions according
to TOF+ZDC triggers as a function of transverse momentum pT. Shaded band shows
systematic uncertainty of the yield. Right: Proton+proton reference data from STAR [13]
(stars) and PHENIX [37] (circles) fitted with the function 4.3.

Figure 6.1. The fitting function was evaluated in the average pT of each J/ψ pT bin and this
value was used in formula 6.2.

The resulting J/ψ RAA in 0-5 % most central U+U collisions at STAR calculated according
to equation 6.2 can be seen as the function of pT in the right panel of Figure 6.2. It shows
significant suppression over the whole pT range. For pT below 3 GeV/c the RAA is similar to
results from minimum bias and HT triggered collisions.

J/ψ RAA as a function of Npart is shown in the left panel of Figure 6.2. U+U central point
is compared to results from minimum-bias U+U collisions and results from Au+Au collisions
for pT < 5 GeV/c [13] and pT > 5 GeV/c [14]. A significant Npart uncertainty of J/ψ RAA in
central U+U collisions (discussed in Chapter 3) is also illustrated. As can be seen J/ψ RAA in
central U+U collisions shows significant suppression which is similar to the suppression observed
for low-pT J/ψ in 200 GeV Au+Au collisions of Npart ≈ 350.
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Conclusions

In this work the analysis of J/ψ production via the di-electron decay channel in central
triggered 0-5 % most central U+U collisions at

√
sNN = 193 GeV at the STAR experiment was

presented.
Suppression of J/ψ production in heavy-ion collisions compared with p+p collisions provides

one of the key signatures of the quark-gluon plasma formation. In U+U collisions the effects
of the hot medium are expected to be the most significant among all nuclei which have been
collided at RHIC until now. Therefore, J/ψ production studies in such colliding system are
important.

The work discusses theoretical prediction of J/ψ production and its modification in heavy-ion
collisions as well as recent J/ψ measurements in heavy-ion collisions at RHIC.

One of the foremost heavy-ion experiments, the STAR experiment at RHIC, was presented.
Information obtained from three of its main subsystems, the Time Projection Chamber, Time
Of Flight detector and Barrel Electromagnetic Calorimeter was used for identification of J/ψ
daughter electrons and positrons in central U+U collisions. J/ψ raw yield of significance larger
than 8 σ was observed for pT < 7 GeV/c at mid-rapidity. This allowed to divide the signal
in three pT bins. Different, either data-driven corrections or corrections based on simulation of
J/ψ decay and the interaction of its daughter electrons in the detector were performed. The
total J/ψ reconstruction efficiency was estimated to be 8 - 12 % depending on pT. The first
estimate of systematic uncertainties was also performed.

Finally, J/ψ invariant yield was calculated and compared to the scaled p+p reference to
determine the nuclear modification factor RAA. J/ψ RAA as a function of pT and Npart shows
significant suppression. J/ψ RAA for pT < 3 GeV/c in central triggered U+U collisions is similar
to that observed in minimum bias U+U and Au+Au collisions at 200 GeV at STAR. Our results
on J/ψ RAA in central U+U collisions move the centrality studies of J/ψ production in heavy-ion
collisions towards higher Npart. J/ψ RAA in U+U collisions is consistent with Au+Au results
with similar Npart indicating possible interplay of dissociation and recombination of heavy quark-
antiquark pairs as processes modifying J/ψ production.

Results of J/ψ analysis in central triggered U+U collisions presented in this work are not
final. In the future more precise study of J/ψ signal corrections and systematic uncertainties
using the simulation for U+U collisions will be performed.
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