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Akademický rok: 2016/2017



Prohlášeńı
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Abstract:

The number of particles produced in ultra-relativistic nucleus-nucleus collisions is well de-

scribed by the statistical model. In this model, the particle yields depend on temperature

and chemical potential. However, statistical physics can also predict multiplicity fluctu-

ations, which can subsequently be compared to experimental data. The primary aim of

this research project is to provide information on how to compute multiplicity fluctua-

tions within the statistical model. Also, ways of determining multiplicity fluctuations in

a simple model, where only one quantum number is conserved, will be discussed and the

method of the saddle-point expansion will be introduced. Furthermore, the multiplicity

fluctuations in a hadron resonance gas model will be investigated for both the chemical

equilibrium and the chemical non-equilibrium. The implementation of conservation laws

concerning the charges will also be introduced.
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Abstrakt:

Počty částic produkované v ultrarelativistických jaderných srážkách jsou dobře popsány

statistickým modelem. V tomto modelu záviśı výtěžky na teplotě a chemickém potenciálu.

Statistická fyzika však dokáže předpovědět i fluktuace multiplicity. Ty pak mohou být

porovnány s daty z experimentu. Budou představeny metody výpočt̊u fluktuaćı multiplic-

ity ve statistickém modelu, kterých následně bude využito k určeńı fluktuaćı multiplicity

pro jednoduchý model - v našem př́ıpadě pro pionový plyn. Dále budou vyšetřeny fluk-

tuace multiplicity v modelu hadronového plynu, a to jak pro chemickou rovnováhu, tak

pro chemickou nerovnováhu. Budou rovněž představeny metody výpočt̊u fluktuaćı za-

chovávaj́ıćıch se náboj̊u s uvážeńım zákon̊u zachováńı.

Kĺıčová slova: Statistický model, těžko-iontové srážky, fluktuace multiplicity, za-

chováńı náboje, rozvoj okolo lokálńıho extrému
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Introduction

The number of particles produced in ultra-relativistic nucleus-nucleus collisions is well

described by the statistical model. In this model, the particle yields depend on temperature

and chemical potential. In this research project, we will try to describe higher moments

of the multiplicity distribution.

In Chapter 1, the statistical moments will be formally introduced, defined and

elaborated. We will focus on the first four central moments especially, as those are the

most important ones when considering the heavy-ion collisions. They are called mean,

variance, skewness and kurtosis and they contribute significantly to a better under-

standing of the heavy-ion collisions and the subsequent particle production, which will

also be emphasized in the text. Also, the canonical and grandcanonical formalism will be

introduced as well as the so-called ”scaled variance” which is widely used when describing

fluctuations.

Chapter 2 concerns the application of the mathematical apparatus obtained in

Chapter 1 in exploring multiplicity fluctuations within a simple model, where only one

particle species bears the conserved quantum number. In this research project, the simple

pion gas was chosen. After that, the formalism for a full hadron gas will be provided and

the method called ”saddle-point expansion” will be introduced.

In Chapter 3, the topic of chemical equilibrium and the fluctuations there will be

elaborated. At the very first, the exact charge conservations in statistical systems will be

introduced and the quantity called the microscopic correlator within the grandcanonical

ensemble (GCE) will be defined, which is also very useful for the description of fluctua-

tions. Subsequently, the conservation laws will be imposed into the equations using delta

functions. Then the CE form of the microscopic correlator will be introduced based on

those conservation laws.

Afterwards, the fluctuations in a hadron resonance gas model will be introduced and

the corresponding thermodynamic susceptibilites - similar to Chapter 1 - will be defined

and the first four cumulants in the ideal hadron gas will be written down. At the end of

Chapter 3, the loss of chemical equilibrium and the chemical freeze-out parametrization

will be dealt with and the effect of resonance decays will be taken into account, which

includes the generalization of the first four cumulants in the ideal hadron gas for the

case that the effect of resonance decays is assumed. Finally, the particle correlation after

resonance decays parametrized by the so-called ”generating function” will be introduced.

In Chapter 4, the formalism laid down in Chapter 3 will be further generalized in order

to account for the case of chemical non-equilibrium. We will reintroduce the formula for

11



the particle pressure and adjust it to the state of chemical non-equilibrium. Furthermore,

we will write down the formulae for particle fluctuations as well as other cumulants from

Chapter 3 and implement the state of chemical non-equilibrium.

At the end, a summary of the information on multiplicity fluctuations we have collected

so far will be provided, along with a brief outlook.



Chapter 1

Calculation of the statistical

moments within the statistical model

Statistical moments are an important mathematical tool used to describe and calculate

multiplicity fluctuations in the statistical model. The m-th central moment ϕm(X), where

m ∈ N is defined as follows:

ϕm(X) = E(X − EX)m

where EX is the mean value of the statistical quantity X. We will further concentrate

on the first four moments only, as those are of great significance. They are defined and

called as follows:

mean: M = ϕ1

variance: σ2 = ϕ2

skewness: S = ϕ3/ϕ
3/2
2

kurtosis: κ = ϕ4/ϕ
2
2

Sometimes, a constant −3 is added to kurtosis, because it may or may not be in-

cluded, which depends on whether we want the kurtosis of the Gauss distribution to be

equal to zero. In further calculations, this factor is not accounted for. The importance

of skewness and kurtosis becomes obvious from Figure 1.1, where also the meaning of

those two moments is depicted: skewness measures the assymetry of the probability

distribution, kurtosis its ”tailedness”.

1.1 Grandcanonical and canonical formalism

We usually assume that we work with grandcanonical or canonical ensemble, whose

event-by-event distributions of conserved quantities are characterized by the moments

(M , σ, S, κ) defined above. In order to be able to directly compare theoretical predictions

and experimental measurements, we also introduce the following:

13



Figure 1.1: Explanation of skewness and kurtosis [1].

Sσ = ϕ3/ϕ2 (1.1)

κσ2 = ϕ4/ϕ2 (1.2)

M/σ2 = ϕ1/ϕ2 (1.3)

Sσ3/M = ϕ3/ϕ1 (1.4)

The grandcanonical partition (GC) function is given by

ZGC(λj) =
∏
j

exp

 +∞∑
nj=1

zj(nj)λ
nj
j

nj

 (1.5)

and the single particle partition function by

zj(nj) = (∓1)nj+1 gjV

2π2nj
Tm2

jK2

(njmj

T

)
. (1.6)

The products runs over all types of hadrons and the sum is necessary due to the quantum

statistical distribution.

Furthermore, K2 is the modified Bessel function (see Appendix), V is the volume

of the hadron gas,

λj = exp(
µj
T

)

is the fugacity for each particle species j, mj is the hadron mass, µj is the chemical

potential of a particle species j,

gj = 2Jj + 1



is the spin degeneracy and the upper sign holds for fermions, lower sign for bosons.

Canonical formalism is a little more complicated, as it cannot be factorized into one-

species expressions, as is the case for the GC formalism. However, we may introduce the

Wick-rotated fugacities:

λj = exp[i
∑
i

qi,jφi]

and the canonical partition function will now be expressed as:

Z ~Q =

[
3∏
i=1

1

2π

∫ 2π

0

dφie
−iQiφi

]
ZGC(λj) (1.7)

where ZGC is the GC partition function given by Eq. (1.5).

We will now introduce the vector of total charges

~Q = (Q1, Q2, Q3) = (B, S,Q)

and the vector of charges of the hadron species j

~qj = (q1,j, q2,j, q3,j) = (bj, sj, qj)

where Q,B, S denote the charge, the baryon number and the strangeness, respectively.

Let h be a set of hadron species with the corresponding fugacity factor λh. We may

then write

λj → λhλj

and have now everything we need to write down the explicit form of the first four statistical

moments:

〈Nh〉 =
1

Z ~Q

∂Z ~Q

∂λh
|λh=1 =

∑
j∈h

∞∑
nj=1

zj(nj)
Z ~Q−nj ~qj

Z ~Q

(1.8)

〈
N2
h

〉
=

1

Z ~Q

[
∂

∂λh

(
λh
∂Z ~Q

∂λh

)]
|λh=1 =

∑
j∈h

+∞∑
nj=1

njzj(nj)
Z ~Q−nj ~qj

Z ~Q

+

∑
j∈h

+∞∑
nj=1

zj(nj)
∑
k∈h

+∞∑
nk=1

zk(nk)
Z ~Q−nj ~qj−nk ~qk

Z ~Q

(1.9)



〈
N3
h

〉
=

1

Z ~Q

[
∂

∂λh

(
λh

∂

∂λh

(
λh
∂Z ~Q

∂λh

))]
|λh=1 =

∑
j∈h

+∞∑
nj=1

n2
jzj(nj)

Z ~Q−nj ~qj

Z ~Q

+

3

∑
j∈h

+∞∑
nj=1

njzj(nj)
∑
k∈h

+∞∑
nk=1

zk(nk)
Z ~Q−nj ~qj−nk ~qk

Z ~Q

+

∑
j∈h

+∞∑
nj=1

zj(nj)
∑
k∈h

+∞∑
nk=1

zk(nk)

∑
l∈h

+∞∑
nl=1

zl(nl)
Z ~Q−nj ~qj−nk ~qk−nl~ql

Z ~Q

(1.10)

〈
N4
h

〉
=

1

Z ~Q

[
∂

∂λh

(
λh

∂

∂λh

(
λh

∂

∂λh

(
λh
∂Z ~Q

∂λh

)))]
|λh=1 =

∑
j∈h

+∞∑
nj=1

n3
jzj(nj)

Z ~Q−nj ~qj

Z ~Q

+

4

∑
j∈h

+∞∑
nj=1

n2
jzj(nj)

∑
k∈h

+∞∑
nk=1

zk(nk)
Z ~Q−nj ~qj−nk ~qk

Z ~Q


+ 3

∑
j∈h

+∞∑
nj=1

njzj(nj)
∑
k∈h

+∞∑
nk=1

nkzk(nk)
Z ~Q−nj ~qj−nk ~qk

Z ~Q


+ 6

∑
j∈h

+∞∑
nj=1

njzj(nj)
∑
k∈h

+∞∑
nk=1

zk(nk)
∑
l∈h

+∞∑
nl=1

zl(nl)

Z ~Q−nj ~qj−nk ~qk−nl~ql

Z ~Q

]

+

∑
j∈h

+∞∑
nj=1

zj(nj)
∑
k∈h

+∞∑
nk=1

zk(nk)
∑
l∈h

+∞∑
nl=1

zl(nl)

∑
m∈h

+∞∑
nm=1

zm(nm)
Z ~Q−nj ~qj−nk ~qk−nl~ql−nm ~qm

Z ~Q

]
(1.11)



1.2 Asymptotic fluctuations in the canonical ensem-

ble

The canonical partition function is given by Eq. (1.7). We will now introduce a way to

compute this integral using the so-called ”saddle-point expansion”.

The integration is performed on the complex w unit circle parametrized as:

wi = exp[iφi].

The canonical partition function may then be written as

Z ~Q =
1

(2πi)3

∮
dwB

∮
dwS

∮
dwQw

−B−1
B w−S−1

S w−Q−1
Q exp

∑
j

zj(1)w
bi
Bw

si
S w

qi
Q (1.12)

where zj(1) is the one-particle partition function given by

zj(1) = (2Jj + 1)
V

(2π)3

∫
d3p exp

[
−
√
p2 +m2

j

]
. (1.13)

Obviously:

w−BB = exp[−B lnwB], (1.14)

w−QQ = exp[−Q lnwQ], (1.15)

and

w−SS = exp[−S lnwS] (1.16)

where Q,B, S denote the charge, the baryon number and the strangeness, respectively.

Let

g(~w) = w
bj−1
B w

sj−1
S w

qj−1
Q , (1.17)

ρB =
B

V
, (1.18)

ρS =
S

V
, (1.19)

ρQ =
Q

V
(1.20)

and

f(~w) = −ρB lnwB − ρS lnwS − ρQ lnwQ +
∑
k

zk(1)

V
wbkB w

sk
S w

qk
Q . (1.21)

We may now write

Z ~Q−~qj =
1

(2πi)3

∮
dwB

∮
dwS

∮
dwQg(~w) exp[V f(~w)] (1.22)



1.2.1 Scaled variance

Fluctuations can be described by using the so-called ”scaled variance” ω [7] of a multi-

plicity distribution:

ω =
〈N2〉 − 〈N〉2

〈N〉
(1.23)

where N is the multiplicity of any hadron species, which includes primary or final (i.e.

after resonance decays [7] hadrons or the sum of an arbitrary number of hadron species.

Once the quantum statistics is neglected and in the absence of any other dynamical effects,

the multiplicity distribution of any primary hadron is a Poisson, which means ω = 1.

Having performed the calculations in Eq. (1.8) and Eq. (1.9), we can rewrite the scaled

variance as the sum of a Poissonian term, which means 1, and a canonical correction term:

ω = 1 +

∑
j∈h 〈Nj〉

∑
k∈h zk(1)

(
Z~Q− ~qk− ~qj
Z~Q− ~qj

−
Z~Q− ~qk
Z~Q

)
∑

j∈h 〈Nj〉
(1.24)

1.2.2 Saddle-point expansion

We may now introduce the method of the saddle-point expansion. Let ~w0 = (λB, λS, λQ)

be the saddle point. Then obviously

∂f(~w)

∂wk
| ~w0 = 0.

We will now try to find the explicit solution of a complex d-dimensional integral

I(ν) =

[
d∏

k=1

∫
Γk

dwk

]
g(~w)eνf(~w)

where Γk is the k-th path of integration.

If ν is large, then only a small segment around the saddle point ~w0 contributes to

the total integral value. We may then write

I(ν) ' eνf( ~w0) 1

(2π)d

[
d∏

k=1

∫ +∞

−∞
dtk

]
g( ~w(~t))e−

1
2
ν~tTH~t

where H is the Hessian matrix of f(~w).

We may now summarize the procedure as follows: at first we choose a real inte-

gration variable tk:

wk − w0k = eiφktk

where φk denotes the phase.

Consequently, the original path is ”deformed” into a line in the complex plane.



After that, we expand g(~w) into a Taylor series around ~w = ~w0.

Finally, we assume that H is diagonalizable, so we can find a matrix A such that

H’ = AHAT.

The integral will now have the following expression:

I(ν) ' exp(νf( ~w0))

√
1

(2πν)ddetH

[
g( ~w0)+

1

ν

[
−1

2

d∑
k,m=1

∂2g(~w)

∂wk∂wm
| ~w0

(
d∑
i=1

AimAik
hi

)
| ~w0+

d∑
k=1

αi
∂g(~w)

∂wi
| ~w0 + γg( ~w0)

]]
. (1.25)

where γ and αi are constants dependent only on function f and its derivatives.



Chapter 2

Multiplicity fluctuations for a simple

model

2.1 Multiplicity fluctuations for a classical pion gas

Since pions are composed of u and d quarks only and they are mesons, it is obvious

that
~Q = (0, 0, Q)

and the saddle point

w0 = λQ.

Furthermore, the only charged pions are π+ and π−, which is why they are the only ones

considered. Let ν = V , g(w) = 1/w, f(w) = −ρQ lnw+ zπ
V

(w+ 1
w

). Then using Eq. (1.25)

we obtain

ZQ =
1

2πi

∮
dwqw

−Q−1
q exp

[∑
j=±1

zπ(1)w
qj
Q

]
(2.1)

For the spin s, pion mass m and the single-particle partition function, we assume the

following:

Jπ+ = Jπ− = 0; mπ+ = mπ− = 139.57 MeV

zj(1) = (2Jj + 1)
V

(2π)3

∫
d3p exp(−

√
p2 +m2

j) =
V

(2π)3

∫
d3p exp(−

√
p2 +m2

j) (2.2)

The partition function Zπ
Q will have the following form:

Zπ
Q =

ZGC

λQQ

√
1

2πf ′′(λQ)

[
1

λQ
+

1

V

(
γ(λQ)

λQ
− α(λQ)

λ2
Q

− 1

λ3
Qf
′′(λQ)

)
(2.3)

+ O(V −2)
]
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and

Zπ
Q−Qi =

ZGC

λQ+1
Q

√
1

2πf ′′(λQ)
[1 +

1

V
[γ(λQ) + (qj − 1)

α(λQ)

λQ
(2.4)

− 1

2
(qj − 1)(qj − 2)

1

λ2
Qf
′′(λQ)

] +O(V −2)].

If we assume the thermodynamical limit V →∞, we obtain the mean number of pions:

〈
π±
〉

= zπ
Zπ
Q∓1

Zπ
Q

= zπλ
±1
Q + O(V −1) =

〈
π±
〉
GC

+ O(V −1) (2.5)

which suggests that in the thermodynamical limit, the mean number of pions corresponds

with that in grandcanonical formalism.

We may now write down the final expressions of scaled variances (as defined above in

Eq. (1.23) and Eq. (1.24)) for both net charge and total particle number distributions:

lim
V→∞

ω± = 1− 〈π±〉GC
〈π+〉GC + 〈π−〉GC

(2.6)

lim
V→∞

ωch = 1− 〈π
+〉GC − 〈π−〉GC
〈π+〉GC + 〈π−〉GC

(2.7)

where ω± denotes positive and negative pions, respectively, ωch denotes all charged pions

and 〈π±〉GC denote the mean multiplicities of the respective pions in the GC ensemble.

2.2 Multiplicity fluctuations for a full hadron gas

We may now consider the general case of multi-hadron gas carrying total charges

{Ql} = (B, S,Q) [7]. Assuming the asymptotic expansion of the canonical partition func-

tion, the Hessian matrix of the function f , which is defined in Eqs (1.21) and (1.22), is

diagonalizable and takes the following form:

Hln( ~w0) =
∂2f(~w)

∂wQl∂wQn
| ~w0 =

1

V λQlQn

[
Qlδln +

∑
j

ql,j(qn,j − δln) 〈Nj〉GC

]
(2.8)

where ql,j is the lth charge of the jth hadron species. Due to the symmetry and the matrix

being real, we may perform the diagonalization using an orthogonal matrix A:

H′ = diag(h1, h2, h3) = AHAT (2.9)

where hl are the Hessian eigenvalues.



The Eq. (1.22) can now - using the approximation (1.25) and the functions f and g

defined as (1.21) and (1.17), respectively - be rewritten as

Z ~Q−~qj =
ZGC

λB+1
B λS+1

S λQ+1
Q

√
1

(2π)3V 3detH
λ
bj
Bλ

sj
S λ

qj
Q

{
1 +

1

V

[
− 1

2λ2
B

(bj − 1)(bj − 2)

(
3∑
i=1

Ai1Ai1
hi

)
(2.10)

− 1

2λ2
S

(sj − 1)(sj − 2)

(
3∑
i=1

Ai2Ai2
hi

)
− 1

2λ2
Q

(qj − 1)(qj − 2)

(
3∑
i=1

Ai3Ai3
hi

)

− 1

2λBλS
(bj − 1)(sj − 2)

(
3∑
i=1

Ai1Ai2
hi

)
− 1

2λBλQ
(bj − 1)(qj − 2)

(
3∑
i=1

Ai1Ai3
hi

)

− 1

2λQλS
(qj − 1)(sj − 2)

(
3∑
i=1

Ai2Ai3
hi

)
+ γ +

αB(bj − 1)

λB
+
αS(sj − 1)

λS
+
αQ(qj − 1)

λQ

]}
+O(V −2).

where γ and αi are constants dependent only on function f and its derivatives (as is the

case in Eq. (1.25)).

It should be noted here that the hessian matrix H and its eigenvalues, as well as

the diagonalizing matrix A, is independent of the volume V and so is function f given

by Eq. (1.21).

The expansion above has been performed for the partition function Z ~Q−~qj given by

Eq. (1.22). If we do the same with the partition function Z ~Q given by Eq. (1.12), we

immediately obtain

lim
V→∞

Z ~Q−~qj

Z ~Q

= λ
bj
Bλ

sj
S λ

qj
Q ≡ λj. (2.11)

That means that if the large volume limit is taken into account, the suitability of the

usual grand-canonical formalism is restored, which can be expressed as

lim
V→∞

zj(1)

Z ~Q−~qj

Z ~Q

= zj(1)λ
bj
Bλ

sj
S λ

qj
Q = 〈N〉GC . (2.12)

Let us now denote:

Mln =
3∑
i=1

AilAin
hi

. (2.13)

We may now - using Eq. (2.10) - immediately write

Z ~Q−~qj− ~qk

Z ~Q−~qj
= −

λbkB λ
sk
S λ

qk
Q

V

[
bkbj
λ2
B

M11 +
sksj
λ2
S

M22 +
qkqj
λ2
Q

M33 (2.14)

+
bksj + skbj
λBλS

M12 +
bkqj + bjqk
λBλQ

M13 +
skqj + qksj
λQλS

]
+O(V −2)

≡ λk
V
Cjk +O(V −2).



The scaled variance as defined by Eq. (1.24) will now have the following form:

ωh = 1 +

∑
j∈h 〈Nj〉GC

∑
k∈h 〈Nk〉GC Cjk

V
∑

j∈h 〈Nj〉GC
+O(V −1) (2.15)

We will now for a moment consider the scaled variance ωj of a single hadron species. We

will also neglect baryon number and strangeness, thus considering electric charge only.

The hessian matrix is obviously diagonal with only one non-zero element in the matrix

M:

M33 =

(
∂2f

∂w2
Q

| ~w0

)−1

(2.16)

Furthermore, if we neglect hadrons with two or more units of electric charge, we obtain

the following expression for Cjk[7]:

Cjk =
qkqj
λ2
Q

M33 =
qkqj
λ2
Q

H−1
33 =

qkqj
λ2
Q

V λ2
Q

Q+
∑

j 〈Nj〉GC qj(qj − 1)
(2.17)

=
V qkqj

Q+ 2 〈h−〉GC
=

V qkqj
〈h+〉GC + 〈h−〉GC

where 〈h±〉 denotes the mean multiplicities of positive and negative hadrons, respectively,

and Q = 〈h+〉GC − 〈h−〉GC .

If we plug this expression into Eq. (2.15) and assume that for a single hadron

species j = k and q2
j = 1, we immediately obtain:

lim
V→∞

ωj = 1 +
〈Nj〉GC

〈h+〉GC + 〈h−〉GC
. (2.18)

Similarly, the scaled variances of all negative, positive and charged hadrons now read as

follows:

lim
V→∞

ω± ∼ 1− 〈h±〉GC
〈h+〉GC + 〈h−〉GC

(2.19)

lim
V→∞

ωch ∼ 1− 〈h
+〉GC − 〈h−〉GC
〈h+〉GC + 〈h−〉GC

(2.20)

where ω± denotes positive and negative hadrons, respectively, ωch denotes all charged

hadrons and 〈h±〉GC denote the mean multiplicities of the respective hadrons in the GC

ensemble.

This is obviously similar to the classical pion gas case, both of which was also

proved in [7].



Chapter 3

Multiplicity fluctuations for a

resonance gas model with chemical

equilibrium

Since we have at this point presented all the necessary formalism concerning the

calculation of multiplicity fluctuations, it seems only fitting that we now proceed towards

systems where chemical equilibrium is a priori assumed. At first, we will present a certain

generalization of what we laid down above.

As statistical models provide a valid description of hadron multiplicities in relativistic

nucleus-nucleus collisions [2], we may further concentrate on multiplicity fluctuations in

high energy nuclear collisions. Last but not least, the microscopic correlator providing a

possibility to calculate the fluctuations of different observables [2], as well as the generating

function comprising the inclusion of resonance decays will be introduced.

3.1 Exact charge conservations in statistical systems

Let us now assume the canonical ensemble (CE). Our primary aim is to include dif-

ferent types of hadrons while keeping (B, S,Q) (introduced in Chapter 1) exactly fixed.

For simplicity, we will assume a system of non-interacting Bose or Fermi particles, char-

acterized by their occupation numbers np,i, with i denoting the particle species and p the

particle momentum. For fermions, the occupation numbers are np,i = 0, 1, whereas for

Bosons, they are np,i = 0, 1, . . . . The grand canonical ensemble (GCE) average values and

the fluctuations of np,i are the following:

〈np,i〉 =
1

exp[(
√
p2 +m2

i − µi)/T ]− γi
(3.1)

v2
p,i ≡

〈
∆n2

p,i

〉
=
〈
(np,i − 〈np,i〉)2

〉
= 〈np,i〉 (1 + γi 〈np,i〉) (3.2)

where γi ∈ {−1, 0, 1} denotes the Fermi distribution, the Boltzmann approximation and

the Bose distribution, respectively.

24



The chemical potential µi is given by the following equation:

µi = qiµQ + biµB + siµS (3.3)

where qi, bi, si denote the electric charge, the baryon number and the strangeness of a

particle of species i, respectively; µQ, µB, µS are the corresponding chemical potentials

regulating the average values of these global conserved charges in the GCE [2].

We will now lay down the formalism concerning the average number of particles

of species i denoted as 〈Ni〉, the number of positive, negative and all charged particles

denoted as N+, N− and Nch, respectively [2]:

〈Ni〉 ≡
∑
p

〈np,i〉 =
giV

2π2

∫ ∞
0

p2dp 〈np,i〉 , (3.4)

〈N+〉 =
∑
i,qi>0

〈Ni〉 , 〈N−〉 =
∑
i,qi<0

〈Ni〉 , 〈Nch〉 =
∑
i,qi 6=0

〈Ni〉 (3.5)

where V is the system volume and gi is the degeneracy factor of particle of species i (a

number of spin states). The momentum integral (3.4) holds in the thermodynamic limit

V →∞.

We may now define the microscopic correlator [2]:

〈∆np,i∆nk,j〉 = v2
p,iδijδpk = 〈np,i〉 (1 + γi 〈np,i〉)δijδpk (3.6)

where the average values of 〈np,i〉 are given by Eq. (3.1).

The aforementioned enables us to calculate the fluctuations of different observ-

ables in the GCE. Due to the presence Kronecker factors in Eq. (3.6), it becomes obvious

that only the Bose and Fermi effects for the fluctuations of identical particles on the

same level are relevant in the GCE, as this has to correspond with Eq. (3.2).

In order to account for the effect of exact conservation laws, we will introduce

the equilibrium probability distribution denoted W (∆np,i) describing the deviations of

different sets {np,i} of the occupation numbers from their average value given by Eq. (3.1).

If the GCE is assumed, each ∆np,i fluctuates independently according approxi-

mately to the Gauss distribution law for ∆np,i [2], with mean square deviation being

∆n2
p,i = v2

p,i:

Wg.c.e.(∆np,i) ∝
∏
p,i

exp

[
−(∆np,i)

2

2v2
p,i

]
(3.7)



This may make an elaboration necessary. We may consider the sum of np,i in a

small momentum volume (∆p)3 with the center at p. Once (∆p)3 is fixed and V → ∞,

the average number of particles inside (∆p)3 will be large. Each particle configuration

inside (∆p)3 consists of (∆p)3 · gV/(2π)3 � 1 statistically independent terms, each with

average value 〈np,i〉 given by Eq. (3.1) and variance v2
p,i given by Eq. (3.2) [2]. Using

the central limit theorem, we can immediately prove that the fluctuations inside (∆p)3

should be Gaussian. Since np,i is always convolved with a smooth function of p, we can

write the Gaussian distribution sum directly for np,i.

3.1.1 Imposition of exact conservation laws

The primary aim is to provide an explicit form of the microscopic correlator defined by

Eq. (3.6) with three conserved charges Q,B, S (denoting the electric charge, the baryon

number and the strangeness, respectively - see previous Chapters) in the CE, which means

that global charge conservation laws are imposed on each microscopic state of the system.

The respective charges - for example the electric charge Q - can be written in the form

Q ≡
∑
p,i

qi∆np,i.

We introduce an exact conservation law as the restriction on the sets of the

occupation numbers {np,i}, which means only those sets satisfying

∆Q =
∑
p,i

qi∆np,i = 0

can be realized. We may now implement the three conservation laws into the distribution

given by Eq. (3.7):

Wc.e.(∆np,i) ∝
∏
p,i

exp

[
−(∆np,i)

2

2v2
p,i

]
· δ

(∑
p,i

qi∆np,i

)
· δ

(∑
p,i

bi∆np,i

)
· δ

(∑
p,i

si∆np,i

)
(3.8)

∝
∫ +∞

−∞
dλqdλbdλs

∏
p,i

exp

[
−(∆np,i)

2

2v2
p,i

+ iλqqi∆np,i + iλbbi∆np,i + iλssi∆np,i

]
.

In further calculations, we will use the generalized form of distribution (3.8), which uses

the integration along imaginary axis in λ-space. By completing squares, we can easily

obtain:

Wc.e.(∆np,i;λq, λb, λs) ∝
∏
p,i

exp

[
−

(∆np,i − λqv2
p,iqi − λbv2

p,ibi − λsv2
p,isi)

2

2v2
p,i

(3.9)

+
λ2
q

2
v2
p,iq

2
i +

λ2
b

2
v2
p,ib

2
i +

λ2
s

2
v2
p,is

2
i − λqλsv2

p,iqisi − λqλbv2
p,iqibi − λbλsv2

p,ibisi

]
.

We may now perform the CE averaging as follows

〈· · · 〉c.e. =

∫ +i∞
−i∞ dλqdλbdλs

∫ +∞
−∞

∏
p,i dnp,i · · ·Wc.e.(∆np,i;λq, λb, λs)∫ +i∞

−i∞ dλqdλbdλs
∫ +∞
−∞

∏
p,i dnp,iWc.e.(∆np,i;λq, λb, λs)

(3.10)



and the CE microscopic correlator reads

〈∆np,i∆nk,j〉c.e. = v2
p,iδijδpk (3.11)

−
v2
p,iv

2
k,j

|A|
[qiqjMqq + bibjMbb + sisjMss + (qisj + qjsi)Mqs

− (qibj + qjbi)Mqb − (bisj + bjsi)Mbs]

where the first term on the right hand side corresponds to the microscopic correlator in

the GCE as given by (3.6), while the other terms appear due to the global CE charge

conservations and the resulting (anti)correlations among different particles (i 6=j) and |A|
is the determinant of matrix

A =

 ∆(q2) ∆(bq) ∆(sq)

∆(qb) ∆(b2) ∆(sb)

∆(qs) ∆(bs) ∆(s2)


with matrix elements being equal to

∆(q2) ≡
∑
p,i

q2
i v

2
p,i,

∆(qb) ≡
∑
p,i

qibiv
2
p,i

etc. The sum
∑

p,i means that we integrate over momentum p and sum over hadron-

resonance species i. Mij stand for the corresponding minors of the matrix A, e.g.:

Mqs = det

(
∆(qb) ∆(b2)

∆(qs) ∆(bs)

)
The microscopic correlator can thus be used to calculate correlations and fluctuations of

different physical quantities in the canonical ensemble.

We may now present the particle number fluctuations. The correlations in the

GCE and CE, respectively, read as follows:

〈∆Ni∆Nj〉g.c.e. =
∑
p,k

〈∆np,i∆nk,j〉 =
∑
p

v2
p,i (3.12)

and

〈∆Ni∆Nj〉.c.e. =
∑
p,k

〈∆np,i∆nk,j〉c.e. . (3.13)

The CE scaled variance now has the following form:

ωic.e. ≡
〈(∆Ni)

2〉c.e.
〈∆Ni〉c.e.

= ωig.c.e.[1 (3.14)

−
∑

k v
2
k,i

|A|
(q2
iMqq + b2

iMbb + s2
iMss + 2qisiMqs − 2qibiMqb − 2bisiMbs)]



where

ωig.c.e. ≡
〈(∆Ni)

2〉c.e.
〈∆Ni〉c.e.

=

∑
p v

2
p,i∑

p 〈np,i〉
(3.15)

We have used the fact that 〈Ni〉c.e. = 〈Ni〉 at V → ∞, where 〈Ni〉 is defined by

Eq. (3.4). It should be pointed out that the particle number fluctuations and correlations

in the CE - albeit different from those in the GCE - can obviously be obtained in terms

of quantities calculated within the GCE. However, the method cannot be used to obtain

the finite volume corrections, as Eq. (3.14) is obtained in the thermodynamic limit and

thus V -independent.

3.2 Fluctuations in a hadron resonance gas model

We may describe fluctuations in the number of particles of species i in a thermally and

chemically equilibrated Hadron Resonance Gas (HRG) using the corresponding suscepti-

bilities defined as

χ
(i)
l =

∂l(P/T )4

∂(µi/T )l
|T (3.16)

where l ∈ N.

The susceptibilities can be related to the cumulants of the distribution of particle

i via

χ
(i)
1 =

1

V T 3
〈Ni〉c =

1

V T 3
〈Ni〉 (3.17)

χ
(i)
2 =

1

V T 3

〈
(∆Ni)

2
〉
c

=
1

V T 3

〈
(∆Ni)

2
〉

(3.18)

χ
(i)
3 =

1

V T 3

〈
(∆Ni)

3
〉
c

=
1

V T 3

〈
(∆Ni)

3
〉

(3.19)

χ
(i)
4 =

1

V T 3

〈
(∆Ni)

4
〉
c

=
1

V T 3

(〈
(∆Ni)

4
〉
− 3

〈
(∆Ni)

2
〉2
)

(3.20)

where ∆Ni = Ni − 〈Ni〉 and the subscript c denotes the corresponding cumulant value.

It is obvious that the first three cumulants are equal to the corresponding central

moments, but the fourth cumulant is given by a combination of fourth and second

central moments (for the corresponding formalism see Chapter 1). The cumulants will

be discussed later on in this Chapter. If we assume an equilibrium HRG model in the

GCE formulation, thermally produced and non-interacting particles and anti-particles

are uncorrelated [8]. The susceptibilities of the net-distributions can thus be written as:

χnet,il = χl + (−1)lχīl (3.21)

where ī denotes the species of the antiparticle and i the species of the particle.



As we have already mentioned in Chapter 1, some ratios of the susceptibilities can

be expressed in terms of the first two central moments, those being the mean M , the

variance σ, and in terms of the skewness S and the kurtosis κ, as we can see in Eq. (1.1),

(1.2), (1.3), (1.4).

The dependence of susceptibility ratios (1.1), (1.2) and (1.3) on the collision en-

ergy
√
s is depicted in Fig. 3.1. The full squares depict experimental data on net

proton fluctuations as measured by the STAR collaboration for the two most central

collision classes (0-10%). Empty circles stand for the susceptibility ratios for the

net baryon number fluctuations in the full HRG model, the empty triangles show

the corresponding ratios for the net proton fluctuations with respect to primordial

protons and anti/protons. The solid curves show the corresponding Skellam limits for

a Boltzmann gas of baryons and anti-baryons.

We may now write down the specific equilibrium pressure P , which is given by

the sum of the partial pressures of all particle species i included in the model [8]:

P/T 4 =
1

V T 3

∑
i

lnZM/B
mi

(V, T, µB, µQ, µS), (3.22)

where

lnZM/B
mi

= ∓ V gi
(2π)3

∫
d3k ln(1∓ zi exp(−εi/T )). (3.23)

The single-particle energy (see Chapter 1) is equal to

εi =
√
k2 +m2

i

with mi being the particle mass, gi the degeneracy factor, V the volume and zi being the

fugacity given by

zi = exp((BiµB +QiµQ + SiµS)/T ) ≡ exp(µi/T ). (3.24)

We may also perform the partial derivative of the pressure with respect to the particle

chemical potential µi, which gives us the density of particles i:

ni(T, µi) =
gi

(2π)3

∫
d3kfFD/BE(T, µi) (3.25)

where fFD/BE is the Fermi-Dirac/Bose-Einstein distribution function for (anti-)baryons

or mesons.

3.2.1 The first four cumulants in the ideal hadron gas

In this subsection, the aforementioned cumulants of primary particles i will be discussed

[9]. We may plug Eq. (3.24) into Eq. (3.23), thus immediately obtaining

lnZi(T, V, µi) =
V gi
2π2

∫ +∞

0

±p2dp ln[1± exp(−(Ei − µi)/T )], (3.26)



Figure 3.1: Ratios of susceptibilities as function of the collision energy. Taken from [8].



where Ei =
√
p2 +m2

i is the single particle energy.

Using Eq.(3.26), we may now calculate the first four cumulants. The mean num-

ber of primary particles i is calculated (see formalism in Chapter 1) as follows:

C1 = M = 〈Ni〉 =

[(
T
∂

∂µi

)
lnZi

]
T,V

=
V gi
2π2

∫ +∞

0

p2dp ni (3.27)

where

ni =
1

exp[(Ei − µi)/T ]± 1
.

The variance and higher order cumulants have the following form:

C2 = σ2 =
〈
(∆Ni)

2
〉

=

[(
T
∂

∂µi

)2

lnZi

]
T,V

(3.28)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ ni), (3.29)

C3 =
〈
(∆Ni)

3
〉

=

[(
T
∂

∂µi

)3

lnZi

]
T,V

(3.30)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ 3ni + 2n2
i ), (3.31)

C4 =
〈
(∆Ni)

4
〉
− 3

〈
(∆Ni)

2
〉2

=

[(
T
∂

∂µi

)4

lnZi

]
T,V

(3.32)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ 7ni + 12n2
i ∓ 6n3

i ). (3.33)

3.3 Loss of chemical equilibrium and chemical freeze-

out parametrization

We may conclude that the chemical composition of a HRG in local thermal and chemical

equilibrium is determined by the independent chemical potentials µi of each

individual species, their masses and the temperature [8]. However, the created matter

expands rapidly, causing the density to decrease and leading to an enhancement of

the particle mean free path. Consequently, there must be a specific set of parameters

(T fo, µfoB , µ
fo
S , µ

fo
Q ), where reactions like baryon-antibaryon annihilation (pp̄ → πππππ)

become too rare to maintain chemical equilibrium among different particle species

[8]. This particular set of parameters describes the chemical freeze-out. The chemical

freeze-out is an instant at which chemical equilibrium is lost, the chemical composition

of the gas is frozen-out and after which only elastic scatterings occur frequently enough

to maintain local thermal equilibrium until even these become too rare and the particles



start to stream freely after the kinetic freeze-out [8].

We may assume that chemical equilibrium is not completely lost just after the

chemical freeze-out. If the temperature T is high enough, specific reactions in form of

resonance regenerations and decays (e.g. ππ → ρ→ ππ) continue to occur, which means

that resonances are still in chemical equilibrium with their decay products.

We may assume the hadronic matter to be in a state of partial chemical equillib-

rium, which means that the chemical potentials of all stable hadrons µh become

T−dependent, while the chemical potentials of the resonances (whose effects will be

discussed in the next Section) µR become functions of the µh:

µR =
∑
h

µh 〈nh〉R .

The sum runs over all stable hadrons and

〈nh〉R ≡
∑
r

bRr n
R
h,r

is the decay-channel averaged number of hadrons h produced in the decay of resonance

R, where bRr is the branching ratio of the decay-channel and nRh,r = 0, 1, . . . is the number

of hadrons h formed in that specific decay-channel.

The temperature is parametrized by a polynomial function of µB:

T fo(µfoB ) = a− b(µfoB )2 − c(µfoB )4 (3.34)

where a = (0.166± 0.002)GeV, b = 0.139± 0.016GeV−1, c = (0.053± 0.021)GeV−3.

The baryon-chemical potential can be given as a function of
√
s:

µfoB (
√
s) =

dB
1 + eB

√
s

(3.35)

where dB = (1.308± 0.028)GeV, eB = (0.273± 0.008)GeV−1.

All the parameter values are taken from [8]. If we want to investigate the
√
s−dependence

of the electric charge and strangeness chemical potentials -µB and µS- we have to require

the following [8]:

n
(net)
S (T, µB, µS, µQ) = 0, (3.36)

n
(net)
Q (T, µB, µS, µQ) = xn

(net)
B (T, µB, µS, µQ). (3.37)

where x ∈ 〈0, 1〉 ., e. g. x ' 0.4 for Au + Au and Pb + Pb collisions present in the initial

state [8].

Just as in case of Eq. (3.35), µfoQ and µfoS can be parametrized as functions of
√
s.

Here, the parameters are dQ = −0.0202GeV, eQ = 0.125GeV−1 and ds = 0.224GeV,

eS = 0.184GeV−1.



3.4 Effect of resonance decays

We will now finally take the resonance decays into account. As we have already mentioned,

the chemical potential of the resonances µR depends on the chemical potential of stable

hadron species µh. As such, the resonances significantly affect the evolution of the created

strongly interacting hadronic matter and their decays exercise a major influence on the

final numbers of the stable hadrons and the fluctuations therein [8]. We may now consider

the derivative of P/T 4 with respect to µh/T as defined in Eq. (3.16). Considering that

only the chemical potentials µh are independent of each other (while the µR depend on

µh), we obtain

V T 3∂(P/T 4)

∂(µh/T )
|T = 〈Nh〉+

∑
R

〈NR〉 〈nh〉R (3.38)

where 〈Nh〉 and 〈NR〉 are the means of the primordial numbers of hadrons and resonances,

respectively. The sum runs over all the resonances in the model.

In agreement with the QCD equations of state [8], there are 26 particle species we consider

stable, those being: π0, π+, π−, K+, K−, K0, K̄0, η and p, d, λ0, σ+, σ0, σ−,Ξ0,Ξ−,Ω− and

their respective anti-baryons.

We will now demonstrate this using the example of fluctuations in the final num-

bers of protons and neutrons. Since µR is µp-dependent and under assumption of

fixed, average numbers of produced protons as determined by the branching ratios of the

resonance decays, we may write:〈
N̂p

〉
= 〈Np〉+

∑
R

〈NR〉 〈np〉R (3.39)

〈
(∆N̂p)

2
〉

=
〈
(∆Np)

2
〉

+
∑
R

〈
(∆NR)2

〉
〈np〉2R (3.40)〈

(∆N̂p)
3
〉

=
〈
(∆Np)

3
〉

+
∑
R

〈
(∆NR)3

〉
〈np〉3R (3.41)〈

(∆N̂p)
4
〉
c

=
〈
(∆Np)

4
〉
c

+
∑
R

〈
(∆NR)4

〉
〈np〉4R . (3.42)

The same holds for antiprotons; p is then replaced by p̄. The related susceptibilities are

given by

χ̂
(p)
l = χ

(p)
l +

∑
R

χ
(R)
l 〈np〉

l
R . (3.43)

In reality though, the actual numbers of decay products follow a multinomial distribution,

since resonance decays are probabilistic processes. Said multinomial distribution results in

fluctuations on the final particle numbers, which makes it necessary for them to be taken

into account. If we assume a grandcanonical ensemble, the corresponding cumulants of

the final proton distribution read as follows [8]:〈
N̂p

〉
= 〈Np〉+

∑
R

〈NR〉 〈np〉R (3.44)



〈
(∆N̂p)

2
〉

=
〈
(∆Np)

2
〉

+
∑
R

〈
(∆NR)2

〉
〈np〉2R +

∑
R

〈NR〉
〈
(∆np)

2
〉
R
, (3.45)

〈
(∆N̂p)

3
〉

=
〈
(∆Np)

3
〉

+
∑
R

〈
(∆NR)3

〉
〈np〉3R (3.46)

+ 3
∑
R

〈
(∆NR)2

〉
〈np〉R

〈
(∆np)

2
〉
R

+
∑
R

〈NR〉
〈
(∆np)

3
〉
R

〈
(∆N̂p)

4
〉
c

=
〈
(∆Np)

4
〉
c

+
∑
R

〈
(∆NR)4

〉
〈np〉4R (3.47)

+ 6
∑
R

〈
(∆NR)3

〉
〈np〉2R

〈
(∆np)

2
〉
R

+
∑
R

〈
(∆NR)2

〉 [
3
〈
(∆np)

2
〉2

R

+ 4 〈np〉R
〈
(∆np)

3
〉
R

]
+
∑
R

〈NR〉
〈
(∆np)

4
〉
R,c
.

The factors 〈(∆nh)2〉R, 〈(∆nh)2〉R and 〈(∆nh)4〉R,c vanish for those resonances which

have only one decay-channel or for which the number of formed hadrons nRh,r of

species h is the same in each decay-chanel r. As mentioned before, the subscript

c denotes the value of the corresponding cumulant. The first three cumulants are

equal to the corresponding central moments, which is why we can omit the subscript,

whereas we cannot omit if we consider the fourth cumulant, which differs from the fourth

central moment. That is why we retained the subscript c in both Eq. (3.42) and Eq. (3.47).

We may now - exactly as in the previous Section - compute the ratios of suscep-

tibilities as defined before. We should mention that in our framework primordial

protons and anti-protons are uncorrelated and no baryonic or anti-baryonic resonance

decays into an anti-proton or proton, the formula given by Eq.(3.43) remains valid for

the susceptibilities of the net proton distribution even when resonance decays are included.

In Fig. 3.2, we see the dependence of ratios of susceptibilities as function of the

collision energy
√
s and the comparison with Fig. 3.1, where the resonance decays

were not taken into account. The empty squares show the same as in Fig. 3.1, the

empty diamonds show the average influence of the resonance decays on the net-proton

fluctuations. The empty triangles depict the full impact of resonance decays and

include the probabilistic contribution.

3.4.1 Particle correlation after resonance decays and the Gen-

erating Function

As we have already mentioned, the resonance decay has a probabilistic character, which

causes the particle number fluctuations in the final state. The main goal of this subsection

is to provide information on how to determine the particle correlation. The statistical cen-



Figure 3.2: Ratios of susceptibilities as function of the collision energy with resonance decays

taken into account. Taken from [8].



tral moments can be found from the following function called the generating function:

G ≡
∏
R

(∑
r

bRr
∏
i

λ
nRi,r
i

)NR

(3.48)

where bRr is the branching ratio of the r−th branch, nRi,r the number of i−th particles

produced in that decay mode and r runs over all branches with requirement
∑

r b
R
r = 1.

The λi are auxiliary parameters set to one in the final formulae.

The averages from resonance decays can expressed as:

N̄i ≡
∑
R

〈Ni〉R = λi
∂

∂λi
G =

∑
R

NR

∑
r

bRr n
R
i,r ≡

∑
R

NR 〈ni〉R , (3.49)

NiNj ≡
∑
R

〈NiNj〉R = λi
∂

∂λi

(
λj

∂

∂λj
G

)
(3.50)

=
∑
R

[NR(NR − 1) 〈ni〉R 〈nj〉R +NR 〈ninj〉R],

where 〈ninj〉 ≡
∑

r b
R
r n

R
i,rn

R
j,r.

The origin of the formula defined by Eq. (3.48) is given by the fact that the nor-

malized probability distribution P (N r
R) for the decay of NR resonances is the following:

P (N r
R) = NR!

∏
r

(bRr )N
r
R

N r
R!

δ

(∑
r

N r
R −NR

)
, (3.51)

where N r
R denotes the numbers of R−th resonances decaying via r−th branch.

The scaled variance ωi∗R due to decays of R−th resonances will then read

ωi∗R ≡
〈N2

i 〉R − 〈Ni〉2R
〈Ni〉R

=
〈n2

i 〉R − 〈ni〉
2
R

〈ni〉R
≡
∑

r b
R
r (nRi,r)

2 − (
∑

r b
R
r n

R
i,r)

2∑
r b

R
r n

R
i,r

. (3.52)

We can immediately see that Eq. (3.52) is equal to 0, if either nRi,r are the same

in all decay channels or if there is only one decay channel, which would mean bR1 = 1.

Also, Eq. (3.49) and (3.50) assume fixed values of NR, while in reality, NR fluctuates,

due to which we finally arrive at

ωiR ≡
〈〈N2

i 〉〉T − 〈〈Ni〉R〉
2
T

〈〈Ni〉R〉T
= ωi∗R + 〈ni〉R ωR, (3.53)

where the scaled variance

ωR =
〈N2

R〉T − 〈NR〉2T
〈NR〉T

(3.54)

corresponds to the thermal fluctuation of the number of resonances.



Chapter 4

Multiplicity fluctuations for a

resonance gas model with chemical

non-equilibrium

We will now concentrate on the multiplicity fluctuations while considering a resonance

gas model with chemical non-equilibrium. Before we do that, we will summarize some of

the facts we have stated in the previous Chapters. The effect of resonance decays will also

be taken into account. As such, we approximate the hadron gas by a collection of free

particles [6], distributed according to

dNi =
d3xd3p

(2π)3
gi

{
exp

(
E − µi
T

)
± 1

}−1

(4.1)

where µi is the total chemical potential and E =
√
m2
i + p2 and ± depends on whether

the particle is a fermion or a boson, gj = 2Ji + 1 is a spin degeneration factor corre-

sponding to the statistical weight (gπ = 3, gK = 4, gρ = 9, . . . ).

The pressure generated by the distribution (4.1) is given by

P = T
∑
i

±gi
∫

d3p

(2π)3
ln

{
1± exp

(
µi − E
T

)}
. (4.2)

where we assumed a unit volume V = 1.

4.1 Chemical potentials in a HRG model with chem-

ical non-equilibrium

In order to be able to lay down the formalism describing the state of chemical non-

equilibrium, we have to consider the chemical potentials first. They start building up

once the chemical equilibrium is lost. We assume that the population of the excited states

remains in equilibrium with the particles formed in their decay [6]. Furthermore, we set
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the chemical potential of the mother equal to the sum of the chemical potentials of the

daughters. If there are several decay channels (i. e. more than one) open, we multiply the

various final state configurations with the corresponding branching ratio.

Let us for example consider the states ρ(770), ∆(1231) and a2(1320). Considering

the aforementioned assumptions, this leads to

µρ = 2µπ,

µ∆ = µπ + µN

and

µa2 = 2.8µπ + 0.1µK + 0.15µη.

The condition for partial equilibrium determines the chemical potentials of the excited

states as functions of the potentials corresponding to the stable particles

σ = {π,K, η,N,Λ,Σ,Ξ,Ω}

- see Chapter 3 - which occur as end products of the decay chain

µi =
∑
σ

dσi µσ (4.3)

where dσi is the mean number of stable particles emerging in the decay of the level i.

We consider only configurations for wich the number of particles and antiparticles

is the same (e.g. µN = µN̄ . Furthermore, if we take the SU(3) limit of lattice QCD

into account, the situation simplifies remarkably. The chemical potentials of the stable

mesons take a common value µπ, whereas the stable baryons take a value of µN . In the

SU(3) limit, Ω is unstable and decays into ΞK̄. Consequently, the equation of state (i.e.

Eq. (4.2) involves only two independent chemical potentials and reads

P = P (T, µπ, µN).

Due to the high level splittings generated by ms−mu, the various members of a multiplet

develop somewhat different chemical potentials in the course of the expansion. The as-

sumption is that the effect is proportional to the number of strange quarks or antiquarks

contained in the particle, which would then mean

µΛ − µN = µΣ − µN = µΞ − µΣ = µK − µπ, (4.4)

µΩ − µΛ = 3(µK − µπ). (4.5)

If we use this approximation, reactions such as πΣ → K̄N are in equilibrium, because

they conserve the number of strange quarks and antiquarks. For η we use

µη = (4µK − µπ)/3.



This value is suggested by ideal mixing where the probability that this particle contains

an ss̄ pair. Therefore, the chemical potentials of the various levels can be rewritten in

terms of µπ, µK and µN :

µi = d̄i
π
µπ + d̄i

K
µK + d̄i

N
µN (4.6)

where the coefficients are determined by the conditions of the partial chemical equilibrium

mentioned earlier:

d̄i
π

= dπi −
1

3
dηi − dΛ

i − dΣ
i − 2dΞ

i − 2dΩ
i , (4.7)

d̄i
K

= dKi +
4

3
dηi + dΛ

i + dΣ
i + 2dΞ

i + 3dΩ
i , (4.8)

d̄i
N

= dNi + dΛ
i + dΣ

i + dΞ
i + dΩ

i . (4.9)

We may also write down the number densities conjugate to µπ, µK , µN . The densities will

be denoted n̄π, n̄K and n̄N , respectively:

n̄π = ∂P/∂µπ =
∑
i

d̄i
π
ni, (4.10)

n̄K = ∂P/∂µK =
∑
i

d̄i
K
ni, (4.11)

n̄N = ∂P/∂µN =
∑
i

d̄i
N
ni. (4.12)

where ni is the occupation number of the level i per unit volume.

Obviously, the coefficient d̄i
N

is equal to one for baryonic levels and equal to zero

for mesonic levels. Thus, the number density n̄K counts the number of baryons and

antibaryons per unit volume.

The coefficient n̄K enumerates strange quarks and antiquarks. This is to be under-

stood the following way: the excitations decay according to the branching ratios given

in the particle data tables and count the strange valence quarks contained in the

stable particles emerged in these decays. For low T , n̄K counts the kaons occuring after

disintegration of the excited states.

If strange baryons are rare, n̄π counts the pions emerging if all resonances decayed.

4.2 Cumulants in a HRG model with chemical non-

equilibrium

We will now use a similar formalism as in Chapter 3, but will now implement the chemical

non-equilibrium. This is represented by the different expression for the total chemical

potential µi. Whereas for the chemical equilibrium, the potential reads

µi = BiµB + SiµS +QiµQ,



in case of chemical non-equilibrium, it is given by Eq. (4.6). The expressions for the first

four cumulants - the first one C1 being the Mean M and the second one C2 being the

variance σ - are the following:

C1 = M = 〈Ni〉 =

[(
T
∂

∂µi

)
lnZi

]
T,V

=
V gi
2π2

∫ +∞

0

p2dp ni, (4.13)

C2 = σ2 =
〈
(∆Ni)

2
〉

=

[(
T
∂

∂µi

)2

lnZi

]
T,V

(4.14)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ ni), (4.15)

C3 =
〈
(∆Ni)

3
〉

=

[(
T
∂

∂µi

)3

lnZi

]
T,V

(4.16)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ 3ni + 2n2
i ), (4.17)

C4 =
〈
(∆Ni)

4
〉
− 3

〈
(∆Ni)

2
〉2

=

[(
T
∂

∂µi

)4

lnZi

]
T,V

(4.18)

=
V gi
2π2

∫ +∞

0

p2dp ni(1∓ 7ni + 12n2
i ∓ 6n3

i ). (4.19)

where

ni =
1

exp[(Ei − µi)/T ]± 1
,

Ei =
√
p2 +m2

i

and

µi = (dπi −
1

3
dηi − dΛ

i − dΣ
i − 2dΞ

i − 2dΩ
i )µπ

+ (dKi +
4

3
dηi + dΛ

i + dΣ
i + 2dΞ

i + 3dΩ
i )µK

+ (dNi + dΛ
i + dΣ

i + dΞ
i + dΩ

i )µN .

with the partition function

lnZi(T, V, µi) =
V gi
2π2

∫ +∞

0

±p2dp ln[1± exp(−(Ei − µi)/T )].



4.3 Effects of resonance decays

The equations in the previous section apply for all the particles in the system, as is the

case in the previous Chapter. If we want to include the resonance decays and write down

the cumulants for stable particles h, we receive the following equations from the previous

Chapter: 〈
N̂h

〉
= 〈Nh〉+

∑
R

〈NR〉 〈nh〉R (4.20)

〈
(∆N̂h)

2
〉

=
〈
(∆Nh)

2
〉

+
∑
R

〈
(∆NR)2

〉
〈nh〉2R +

∑
R

〈NR〉
〈
(∆nh)

2
〉
R
, (4.21)

〈
(∆N̂h)

3
〉

=
〈
(∆Nh)

3
〉

+
∑
R

〈
(∆NR)3

〉
〈nh〉3R (4.22)

+ 3
∑
R

〈
(∆NR)2

〉
〈nh〉R

〈
(∆nh)

2
〉
R

+
∑
R

〈NR〉
〈
(∆nh)

3
〉
R

〈
(∆N̂h)

4
〉
c

=
〈
(∆Nh)

4
〉
c

+
∑
R

〈
(∆NR)4

〉
〈nh〉4R (4.23)

+ 6
∑
R

〈
(∆NR)3

〉
〈nh〉2R

〈
(∆nh)

2
〉
R

+
∑
R

〈
(∆NR)2

〉 [
3
〈
(∆nh)

2
〉2

R

+ 4 〈nh〉R
〈
(∆nh)

3
〉
R

]
+
∑
R

〈NR〉
〈
(∆nh)

4
〉
R,c
.

Here, 〈nh〉R = dσi introduced in the previous Section, N̂h is the final distribution of the

stable particle h, ∆NR = NR − 〈NR〉, (∆nh)R = nh − 〈nh〉R .



Conclusion and Outlook

In Chapter 1, the mathematical apparatus necessary to perform all the calculations

was provided. Statistical moments in form of central moments were introduced along with

close elaboration of the first four moments (mean M , variance σ, skewness S, kurtosis κ),

which are of great importance for describing multiplicity fluctuations in the statistical

model. Moreover, the basics of canonical and grandcanonical formalism along with the

Wick-rotated fugacities which are useful for expressing the canonical partition function

in terms of the grandcanonical one were introduced and the first four statistical moments

were explicitly written down. Furthermore, the methods of computing the asymptotic

fluctuations in the canonical ensemble were provided and the corresponding method called

”saddle-point expansion” along with a quantity called ”scaled variance”, which effectively

describes the fluctuations, was introduced.

In Chapter 2, a simple model in form of a classical pion gas and a full hadron

gas was considered and the corresponding calculations using the formalism introduced in

Chapter 1 were performed. In the former case, only one charge (the electric charge) was

considered, while the other two (strangeness and baryon number) were neglected. In the

latter case, all three charges were considered. The scaled variances for both net charge

and total particle number distributions were provided for both cases.

Chapter 3 provided formalism for multiplicity fluctuations in a hadron resonance gas

model with the assumption of chemical equilibrium. At first, the exact charge conservation

in statistical systems was elaborated and the exact conservation laws were implemented.

Afterwards, the hadron resonance gas model was introduced and the corresponding sus-

ceptibilities were defined. Using said susceptibilities, the first four cumulants in the ideal

hadron gas were derived. Subsequently, the loss of chemical equilibrium and the chemi-

cal freeze-out parametrization were elaborated, which enabled us to finally lay down the

formalism necessary for the resonance decays to be accounted for.

In Chapter 4, the multiplicity fluctuations for a resonance gas model with chemical

non-equilibrium were introduced. The corresponding adjusted chemical potentials were

introduced and the cumulants in a hadron resonance gas where chemical non-equilibrium

is taken into account were introduced and the resonance decays were also accounted for.

So far, only the comparison to the chemical equilibrium case was performed, as we have

used a simplified approximation in form of the SU(3) limit.

Contrary to the original goal, the chemical non-equilibrium case was not fully elabo-

rated. However, we have laid down the formalism we could base upon in further research.
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Appendix

In this Chapter, some brief trivia on Bessel functions and their practical use will be

presented. A brief theoretical overview concerning the mathematical apparatus used in

this research project will be provided. Specifically, the Bessel functions will be addressed.

Bessel functions

The Bessel functions were first defined by Daniel Bernoulli and later on generalized

by Friedrich Bessel. They are defined as canonical solutions y = y(x) of a differential

equation better known as the ”Bessel differential equation”:

x2 d
2y

dx2
+ x

dy

dx
+ (x2 − α2)y = 0 (4.24)

where the arbitrary complex number α is called the order of the Bessel function.

The Bessel functions can be distinguished according to the parameter α. If α is an

integer, we talk about cylinder functions or the cylindrical harmonics because they

appear in the solution to Laplace’s equation in cylindrical coordinates. Once α is a half-

integer (i.e. for each α there is an n ∈ N such that α = n+ 1
2
), then we call the functions

y = y(x) the spherical Bessel functions and they are obtained when the Helmholtz

equation is solved in spherical coordinates.

Modified Bessel functions

The Bessel functions are well defined, even though their argument x is complex.

However, if a special case occurs - when this argument is purely complex - we talk about

the modified Bessel function (also called the hyperbolic Bessel function) of the

first kind (denoted as Iα(x)) and of the second kind (denoted as Kα(x)). Those are

defined by the following equations:

Iα(x) =
∞∑
m=0

1

m!Γ(m+ α + 1)

(x
2

)2m+α

(4.25)

Kα(x) =
π

2

I−α(x)− Iα(x)

sin (απ)
(4.26)
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Those solutions are two independent solutions of the modified Bessel equation:

x2 d
2y

dx2
+ x

dy

dx
− (x2 + α2)y = 0. (4.27)

Unlike the classical Bessel functions, which oscillate as functions of a real argument in

both Iα(x) and Kα(x), the Modified Bessel functions grow exponentially. We will now

present the integral form of the Modified Bessel functions (assuming that Re(x) > 0):

Iα(x) =
1

π

∫ π

0

exp(x cos(θ)) cos(αθ)dθ − sin(απ)

π

∫ ∞
0

exp(−x cosh t− αt)dt (4.28)

Kα(x) =

∫ ∞
0

exp(−x cosh t) cosh(αt)dt (4.29)



Bibliography

[1] W. Florkowski: Phenomenology of Ultrarelativistic Heavy-Ion Collisions, World Scien-

tific, Singapore 2010

[2] V. V. Begun et al.: Multiplicity fluctuations in hadron resonance gas, Phys. Rev. C

74 (2006) 044903

[3] P. Alba, et al.: Sensitivity of multiplicity fluctuations to freeze-out conditions in heavy

ion collisions, Phys. Rev. C 92 (2015) 064910

[4] G. Torrieri, J. Letessier, J. Rafelski: SHAREv2: Fluctuations and comprehensive treat-

ment of decay feed-down, Comput. Phys. Commun. 175 (2006) 635

[5] G. Torrieri, S. Jeon, J. Rafelski: Particle yield fluctuations and chemical nonequilib-

rium in Au+Au collisions at s
1/2
NN = 200 GeV , Phys. Rev. C 74 (2006) 024901

[6] H. Bebie, P. Gerber, J. L. Goity, H. Leutwyler: The role of the entropy in an expanding

hadronic gas, Nucl. Phys. B378 (1992) 95

[7] F. Becattini et al.: Multiplicity fluctuations in the hadron gas with exact conservation

laws, arXiv:nucl-th/0507039v1, 14 Jul 2005

[8] M. Nahrgang et al.: Impact of resonance regeneration and decay on the net pro-

ton fluctuations in a hadron resonance gas, Eur. Phys. J. C(2015) 75:573, DOI

10.1140/epjc/s10052-015-3775-0, 1 Dec 2015

[9] J. Fu: Higher moments of net-proton multiplicity distributions in heavy ion collisions

at chemical freeze-out, Phys. Let. B 722 (2013) 144-150, 9 Apr 2013

[10] F. Karsch, K. Redlich: Probing freeze-out conditions in heavy ion collisions with

moments of charge fluctuations, arXiv:1007.2581v1 [hep-ph], 15 Jul 2010

[11] M. Kitazawa, M. Asakawa: Revealing baryon number fluctuations from proton number

fluctuations in relativistic heavy ion collisions, arXiv:1107.2755v2 [nucl-th], 2 Mar 2012

[12] L. Adamczyk et al.: Energy Dependence of Moments of Net-proton Multiplicity Dis-

tributions at RHIC, arXiv:1309.5681v1 [nucl-ex], 23 Sep 2013

45



[13] M. Kitazawa, M. Asakawa: Relation between baryon number fluctuations and ex-

perimentally observed proton number fluctuations in relativistic heavy ion collisions,

arXiv:1205.3292v1 [nucl-th], 15 May 2012

[14] X. Luo: Error Estimation for Moments Analysis in Heavy Ion Collision Experiment,

arXiv:1109.0593v2 [physics.data-an], 2 Nov 2016


	List of Figures
	Introduction
	Calculation of the statistical moments within the statistical model
	Grandcanonical and canonical formalism
	Asymptotic fluctuations in the canonical ensemble
	Scaled variance
	Saddle-point expansion


	Multiplicity fluctuations for a simple model
	Multiplicity fluctuations for a classical pion gas
	Multiplicity fluctuations for a full hadron gas

	Multiplicity fluctuations for a resonance gas model with chemical equilibrium
	Exact charge conservations in statistical systems
	Imposition of exact conservation laws

	Fluctuations in a hadron resonance gas model
	The first four cumulants in the ideal hadron gas

	Loss of chemical equilibrium and chemical freeze-out parametrization
	Effect of resonance decays
	Particle correlation after resonance decays and the Generating Function


	Multiplicity fluctuations for a resonance gas model with chemical non-equilibrium
	Chemical potentials in a HRG model with chemical non-equilibrium
	Cumulants in a HRG model with chemical non-equilibrium
	Effects of resonance decays

	Conclusion and Outlook
	Appendix
	Bessel functions
	Modified Bessel functions


	References

