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Outline

Short summary of MVA and ML history in HEP (personal view).

Current status of ML and MVA in HEP.

MVA and ML example in one analysis, where we contributed.

Challenges and future of ML in HEP.

Di�erence Between AI, ML and DL [source].
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Short History

... Multivariate Pattern Recognition

1763 Bayes's theorem

1805 Least squares method

1936 Linear discriminant analysis (Fisher-Discriminants)

1950 Turing's machine

1951 First neural network

1967 Nearest Neighbor

1995 Support vector machines
Random forest

21stC Boom of ML in applications: IBM's Watson, Google Brains and AlphaGO, Chatbot
passes the Turing Test, Facebook DeepFace, AI poker bot Libratus, etc.
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Examples of application of MVA and ML in HEP experiments

Linear Decision Boundaries and Naive Bayesian classi�ers in τ particle identi�cation
and studies:

MARK III at SLAC (1980s),
LEP collaborations ALEPH and OPAL (1990s).

Arti�cial Neural Networks in jet identi�cation and tracking at CDF and D0 (1992).

Boosted Decision trees (BDT) - MiniBooNE, an experiment at Fermilab searching for
neutrino oscillations (2005).

TMVA - Toolkit for Multivariate Data Analysis (2007).
The "era of hard cuts" was gradually ending.

TMVA Toolkit for Multivariate Data Analysis with ROOT [source].
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Examples of application of MVA and ML in HEP experiments

Combination of BDT, BNN and ME - Observation of Single Top-Quark Production
(2009).

49 input variables -> 3 discriminants -> one �nal discriminant

This approach was reused in 2013 measurement again:

Jyoti Joshi [ADM meeting 17.5.2013]
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Examples of application of MVA and ML in HEP experiments

Observation of Higgs Boson by CMS and ATLAS collaborations (2012).

Electron reconstruction and identification 
Multivariate electron identification in 2012 

ECAL, tracker, ECAL-tracker-HCAL 
matching and impact parameter (IP) 
observables 

Background from data samples  
W+jet for training  
Z+jet for testing 

Performance  
30% efficiency improvement in H-
>ZZ->4e wrt cut based ID 

Efficiencies  
Via tag-and-probe at the Z->ee peak 
 
 

 

ECAL variable  

 in EB  
pT<20 GeV 

Tracker variable 
fbrem in (EE)  
pT < 20 GeV 

Z ee T&P 
EB ID 
efficiency   

Cut Based vs MVA 
ID 

PPC 2012 - KIAS - Nov 5th Javier Cuevas, University of Oviedo 13 

H   
Analysis selection (MultiVariate Analysis 
MVA) 

Vertex ID 
Input variables: pT

2 (tracks) , pT balance wrt , 
conversions information 

ID photons pT1 > m  / 3  pT2 > m  / 4 
MVA Diphoton discriminant categories  

High score 
signal-like events 
good m  resolution  

Designed to be m  independent  
Trained on signal and background MC 
Input variables:  

Kinematic variables: p T  / m , cos( 1- 2) 
Photon ID MVA output for each photon 
Per-event mass resolutions for the correct and 
incorrect choice of vertex 

PPC 2012 - KIAS - Nov 5th Javier Cuevas, University of Oviedo 31 

Example of MVA usage by Cuevas in "CMS SM Higgs searches".

Jiri Franc: Machine Learning in High Energy Physics | SPMS 2018 | 6 |

http://www.cvut.cz/en
https://www-d0.fnal.gov/
https://arxiv.org/abs/1207.7235


History of MVA and ML in HEP MVA and ML in HEP now Example of our MVA application Backup

HEP meets ML: Kaggle HiggsML challenge

More than 2000 teams

Largest competition at the time.

Winners presented solutions worldwide
(DeepMind, OpenAI, ...).

XGboost was the core of winning
solution.

GPU's were used in many solutions.

Was it pure success or HEP community gave it up to be state of the art in MVA and ML?

Can we understand to MVA and ML and how can we code it in our systems.

Before TMVA we used simple cuts, now we have tools which bring signi�cant
improvement, but is it enough?

We can not use "black boxes", we need to understand what we are doing.

etc.
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Current status of MVA and ML in HEP

Huge change in ML and HEP communities in last 5 years.

ML community found out that HEP problems are interesting and unique.

HEP community discovered ML tools out of ROOT and TMVA.

To follow what ML community is doing in HEP read and see

Machine Learning Community White Paper [pdf �le]

Inter-experimental LHC Machine Learning Working Group in CERN

The community increasingly uses non CERN standard libaries like keras,
scikit-learn, XGBoost, either as standalone libraries or through interfaces
with ROOT.
1st ILM Machine Learning Workshop
2nd ILM Machine Learning Workshop

Fermilab Machine Learning Group
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Current status of MVA and ML in HEP

source: Luke de Oliveira talk at IML2

Experiment Management: Make people training ML models more productive.
Universal Serving Layer: Make people using ML models more productive.
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Current status of MVA and ML in HEP

Where T Trees, F at tables, M sparse matrices, R row-wise arrays, C column-wise arrays, S static
data structures. Source: ML white papers.
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Python and R in HEP

Free and runs on any standard computing OS.

Frequent releases, active development, very active user community.

ROOT/TMVA Keras interface.

TensorFlow is growing much faster and gains more support (Thanks Google :-).
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Examples of application of MVA and ML in HEP experiments

Application of Deep Neural Networks (ten years later than Google)

Identi�cation of neutrino interactions at NOvA by CNN (2016)

See talks of Petr Bour and Miroslav Kubu for more details.

Identi�cation of objects or particular particle types on ATLAS/CMS (2017)
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HEP meets ML again: Kaggle TrackML challenge

Challenge Datasets

Accurate simulation engine to produce
realistic dataset

One �le with list 3D points

Typical events with 200 parasitic
collisions ( 10.000 tracks/event)

Large training sample 100k events, 10
billion tracks 100 GB.

$25,000 Prize Money

Now 441 teams

still 2 months to go until merger
deadline
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D∅ experiment

Tevatron - pp̄ collider:

circular accelerator (6.86 km).
pp̄ collisions at 1.7 MHz.
most energetic collider until the
turn on of the LHC.

Unique data set: worlds largest pp̄ data
set for a long time.

Center Mass energy:
√
s = 1.96 TeV.

Experiments: Two multi-purpose
detectors CDF and D∅ with well
understood detectors.

Run II: begun in 2001 and each
experiment recorded ≈ 10fb−1 until
September 2011.

Presenting measurement has been done
with the full dataset 9.7fb−1.
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Strong interaction: Top pair production

Top Quark at Tevatron:
Mass: mt = 174.34± 0.64GeV

Lifetime: t ≈ 5× 10−25s << ΓQCD

Production:

≈ 85% by qq̄ annihilation
≈ 15% by gg fusion

Top decay: BR(t →W + b) ≈ 100%

Situation in detector (+ missing transverse energy)

Samples are classi�ed according to W-decay: `+ jets and `` channels are under concern and
full dataset 9.7fb−1 is used.
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Primary interaction vertex in Top pair production
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Primary interaction vertex in Top pair production
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Primary interaction vertex in Top pair production
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Selection of tt̄ Candidates

Main selection cuts in `+ jets channel:

variable kinematic range

pT (l) pT (l) > 20 GeV
η(e) |η(e)| < 1.1
η(µ) |η(µ)| < 2.0
6ET 6ET > 20 GeV

jet η(jet) |η(jet)| < 2.5
jet pT (jet) pT (jet) > 20 GeV

+ additional cuts

The measurements in both decay
channels employ the b-tagging
discriminant output distribution as
provided by the b-ID MVA.

Data sample: Full Data Set (9.7fb−1) with selection: Phys.Rev.D 90,092006 (2014)
The main goal: Measurement of the inclusive tt̄ cross section using MVA and b-ID methods
in `+ jets and `` channels and compute pole mass.
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`+ jets Yield table:

6 analysis channels in `+ jets :

to the lepton type (electron, muon) and the number of jets (2, 3, ≥ 4)

Signal rate in MC(Signal from Alpgen+Pythia):
2 jets 3 jets ≥ 4 jets

e 1.17% 12.24% 38.81%
µ 0.88% 11.01% 39.01%
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Does the MC describe the data?

Task: Check the MC and data agreement for all
used kinematical and topological variables.

Tools: Control plots and statistical hypothesis
testing.

Weighted homogeneity tests: More information
in J. Trusina and A. Novotny talks - stay tuned!

The data are compared to the sum of predicted
contributions from signal and background processes,
using the theoretical value of σtt̄ = 7.48 pb and
mt = 172.5 GeV.
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`+ jets variables selection

Analyzed: 46 kinematical and topological
variables (e.g. HT , Aplanarity, Sphericity,
MT (jets), lepton pT , ...) + j leadb-ID mva.

Task: Select variables with good MC vs. Data
agreement and good separation power between
signal and background.

Tools: Statistical hypothesis testing (KS test,
AD test, χ2 test, LR test, . . .) and TMVA
ranking.

Selection: 25 types of good modeled variables
with best separation power.

b-tagging: MVA b-ID output distribution jmax
b−ID

has been included
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`+ jets discrimination by TMVA

The combination of pure
topological and MVA b-ID method
improved the separation by 10%.

The area under the ROC curve is
around 0.9 for all 6 analysis
channels when using TMVA discr.

Di�erent MVA methods has been tried.

TMVA BDTG with gradient boost trained
on 25 types of variables + j leadb-ID mva.

Each individual background contribution was
used in the training and veri�ed that there is
no bias due to overtraining of the method.

Jiri Franc: Machine Learning in High Energy Physics | SPMS 2018 | 21 |

http://www.cvut.cz/en
https://www-d0.fnal.gov/


History of MVA and ML in HEP MVA and ML in HEP now Example of our MVA application Backup

Discrimination by BDTG - optimal cutting:

Signal rate in MC - Improvement:
Before discrimination After discrimination with optimal cut

Electron 3jb 12.24% 59.24%
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Summary and The End of The Talk

This is the end => Thank you for your attention.
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Backup
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List of investigated variables

Aplanarity: Diagonalizing the normalized quadratic momentum
tensor M yields three eigenvalues λi and is de�ned as 2

3
λ3 and

measures the �atness of an event.
Sphericity: Similar to Aplanarit and is de�ned as 2

3
λ2 + 2

3
λ3.

tt̄ events show a more spherical behavior typical for heavy object
decays
Centrality: Ratio of the scalar sum of the transverse momentum of
all jets to the energy of all jets.
HT : The scalar sum of the transverse momenta of all jets, the
lepton and 6ET .

H`T : The scalar sum of the transverse momenta of all jets and the
lepton.
H3
T : The scalar sum of transverse momenta of jets starting with

the 3rd jet multiplicity bin.
H2.0
T : The scalar sum of transverse momenta of jets satisfying
|η| < 2.0.
6ET : Missing transverse momentum.
6ET par : Missing transverse momentum parallel to.
∆φ(l, 6ET ): The separation in azimuth between the lepton and the
direction of 6ET .
mjet : The invariant mass of the jets.

M
jet
T

: The transverse mass of the �rst two leading jets.
Mevent : The invariant mass of the jets, lepton and the neutrino.

M
j1 j2
all

: The invariant mass of the system consisting of the leading
and second leading jet divided by the total invariant mass of the
event.

M
j1νl
T

: The transverse mass of the system consisting of the
leading jet, the neutrino and the lepton.
Mj2ν`

: The invariant mass of the system consisting of the second

leading jet, the neutrino and the lepton.

M
j2ν`
T

: The transverse mass of the system consisting of the
second leading jet, the neutrino and the lepton.

p
ji
T
: The transverse momentum of the individual jets i .

ηji : The rapidity of the leading jet.
∆φ(j1, j2): The separation in azimuth between the leading and
second leading jet.
∆R(j1, j2): The separation in the distance R between the leading
and second leading jet.

j lead
b-ID mva

: The maximum output value of the MVA b-jet
discriminant for the leading jet.

pWT : The transverse momentum of the reconstructed W boson,
which decays hadronically.
m(tt̄): The invariant mass of the tt̄ pair.

K
minp
t : ∆Rmin between 2 jets multiplied by minimal pT and

divided by scalar sum of the pT of the lepton and 6ET .
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Discrimination by BDTG - overtraing check:

Similar behave in all `+ jets analysis channels.
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Used Systematics:

Flat systematics:
Diboson Xsec, Single Top Xsec, Z Xesc, Data Quality removes bad events, Fake & signal e�
uncertainty, Luminosity, MC BR uncertainty (PDG), Muon ID, Muon isolation, Muon Track,
Trigger e�cency, Wlp SF, Whf SF.

Shape dependent systematics:
b fragmentation, B-tagging, C-tagging, Jet energy resolution, Jet energy scale, Jet identi�-
cation, Lepton ID, Lepton Momentum, Light-tagging, PDF, Sample dependent corrs, Tagga-
bility, Vertex con�rmation, Z & W pT reweighting, Z vertex reweighting.

Signal related uncertainties:

ISRFSR (initial state radiation vs. �nal state radiation).

Color reconnection (P2011 vs. P2011NOCR).

Hadronization (Alpgen+Herwig vs. Alpgen+Pythia).

Higher orders signal model (MC@NLO+Herwig vs. Alpgen+Herwig).
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Yiled table: l+jets
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Yiled table: dilepton
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Correlation between l+jets and dilepton (1)
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Correlation between l+jets and dilepton (2)
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Xsec calculation in l+jets - Sources of systematic uncertainties

Each source of systematic uncertainty
yields a modi�ed discriminant
distribution of the MVA topological (or
MVA b-ID) method.

50 di�erent systematic uncertainties has
been taken into account (list in backup).

The pre-�t uncertainty in percent from
each source on the inclusive cross
section is given for the `+ jets and ``
channel.

The σtt̄ measurement and nuisance parameter �t of MC to Data are performed using the
software package Collie (A Con�dence Level Limit Evaluator, D∅ note 5595).
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`` discrimination by b-ID method

The shape of the j leadb-ID mva variable allows
to distinguish between tt̄ events
located at high output values and the
most dominant Z/γ? + jets background
located at low output values.

j leadb-ID mva - the MVA value of the jet with
highest MVA output value is used for
discrimination.
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Xsec calculation in l+jets - Sources of systematic uncertainties

Each source of systematic uncertainty
yields a modi�ed discriminant
distribution of the MVA topological (or
MVA b-ID) method.

A log-likelihood pro�le �t of MC
templates to data using a nuisance
parameter for every source of systematic
uncertainty has been performed:

L(~s, ~b|~n, ~θ)×π(~θ) =

NC∏
i=1

Nbins∏
j=1

µ
nij
ij

e
−µij

nij !
×

nsys∏
k=1

e
−θ2k/2.

50 di�erent systematic uncertainties has
been taken into account (list in backup).

The σtt̄ measurement and nuisance parameter �t of MC to Data are performed using the
software package Collie (A Con�dence Level Limit Evaluator, D∅ note 5595).
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Inclusive Xsec Determination and Results

The results of the measurement:

in `+ jets decay channel when using the topological method is

σtt̄ = 7.33± 0.14 (stat.) +0.71
−0.61 (syst.) pb,

with a relative total uncertainty of 9.2%.

in `` decay channel using the MVA b-jet method is

σtt̄ = 7.58± 0.35 (stat.) +0.69
−0.58 (syst.) pb,

with a relative total uncertainty of 9.6%.

In the combination of `+ jets and `` channels using the topological and MVA b-jet method:

σtt̄ = 7.26± 0.13 (stat.) +0.57
−0.50 (syst.) pb,

with a relative total uncertainty of 7.6%.

Theory prediction of σtt uncertainty is ≈ 3.5% for Tevatron 1.96TeV (Czakon, et al.).
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Xsec calculation for di�erent mass

Extraction of the top quark mass by
using the inclusive tt̄ cross section as
a function of the top quark MC mass.

A cubic �t to the individual cross
section measurements at various
mass points has been provided for
the measured dependency.

Comparison of the top quark mass
dependence of the inclusive tt̄ cross
section with the expected dependency
in NNLO pQCD calculation top++.

Pole mass of the Top Quark:

mt = 172.8± 1.1(theo.)+3.3
−3.1(exp.)GeV

The precision is 1.9% and represents the
most precise determination of the top
quark pole mass from the inclusive tt̄
cross section at the Tevatron.
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