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Abstract. Data analysis in high energy physics (HEP) includes solving complex classification
tasks. That is why specific machine learning approaches such as artificial neural networks (ANN)
[1] are often utilized today. We present our ANN implementations for Higgs boson occurrence
events separation in Monte Carlo simulated data. Our results demonstrate the benefits of deep
learning approaches in HEP data analysis and show the great performance for classification of
the particle decays.

Key words: Binary classification; Deep neural networks; Higgs boson; High energy physics;
Machine learning.

1 Introduction

The primal insight to the laws of physics and the structure of matter comes from modern
particle accelerator experiments that are studying colliding particles and their decays.
Signal separation and statistical homogeneity testing are important steps in analyzing
these events, see [2], [3], [4] and [5]. In this paper, we aim to provide comparison of
different ANN architectures for binary classification of particle collision events. The
choice of the architecture is crucial for the ANN classifier’s performance. Although any
separation rule in supervised learning can be theoretically approximated by a shallow
network consisting of a single hidden layer [6], recent successes in deep learning are
connected to deep neural networks (DNN), which use multiple hidden layers. Empirical
experience shows that even with the same number of neurons, implementation of the
more hidden layers leads to better performance of the classifier.

2 HIGGS Dataset

We demonstrate the use of DNN in HEP on the binary classification task of Higgs boson
occurrence separation [7]. For three implementations of different ANN architectures, we
show that the shallow networks may fail to capture the proper separation boundary in
contrast to the deep networks. The HIGGS dataset consists of 11 million observations



2 M. Kubu, P. Bour

produced by Monte Carlo simulation. The dataset was nearly balanced, with 53% of the
Higgs boson events. Because of the computational costs, we used a training set of only
2.6 million observations. The hyperparameters of the networks were tuned on a set of
100,000 validation observations. Each event consists of 28 observed parameters and the
indication of Higgs boson occurrence.

3 Methods

For a detailed description of the terms used below, see [8]. The hidden units in all of
the three implementations use a tanh activation function, while the output layer is made
of a sigmoid function. The weight updates A% € R™ m.k € N for training inputs
x; € R d € N and outputs y; € R
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are computed using stochastic gradient descent for a binary cross entropy lost function
L with an initial learning rate ¢y = 0.01 and a weight decay Ae = 107> for each epoch.
In addition, we used classic momentum method [9] with a momentum coefficient o =
0.9. The forward propagation was performed on mini batches consisting of 100 training
examples. The training was terminated when the loss function stopped decreasing in the
10 consecutive epochs.

The classifiers were tested on a set of 500,000 test observations. The performance of
classifiers was assessed by means of a receiver operating characteristic (ROC) [10]. Better
performing models indicate the higher value of AUC (area under the ROC curve). In
addition to AUC, we also use a few other metrics such as signal efficiency g, background
efficiency ep and significance Z, see [8]. The evaluation of these metrics is illustrated in
Figure 1.

1.0
L 400
0.8 1350
o 300,
g 250 5
k3 I
2 200°E
04 5
& L1505
&8 +100
021 7(6"=406.0
. 6'=0.371 et
0. 0
%0 02 0.4 0.6 0.8 1.0

Discriminant

Figure 1: Evaluation metrics for the DNN classifier.
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4 Classifiers

We aim to show the difference in performance between the single neuron and the neural
network consisting of one or multiple hidden layers. Thus, we firstly implemented a simple
perceptron classifier consisting of a single neuron. Afterwards, we tried to improve the
performance of the classifier by implementing one hidden layer of 650 units. In order to
reduce overfitting, we used dropout regularization [11] through which we are stochastically
dropping the neurons in the hidden layer with 40% probability. Finally, we implemented
DNN with 3 hidden layers consisting of 400, 600 and 400 units. Similarly to the previous
implementation, we tried to avoid overfitting by using dropout regularization. A detailed
description of the methods used above is available in [8].

5 Results

As Table 1 shows, the perceptron performs significantly worse than the two other imple-
mentations. Although the addition of one hidden layer caused notable increase of AUC
compared to the perceptron, performance of the single hidden layer classifier is still much
lower than the DNN. As Figure 3 indicates, dropout regularization managed to prevent
the overfitting problem even in the DNN implementation. Thus, we may observe the
overall benefits of DNN in comparison to the shallow networks. The difference between
AUC for the test and the training data is depicted in Figure 2.

Architecture AUC (training) AUC (test)
Perceptron 0.666 0.668
ANN (650N) 0.766 0.767
DNN (400N-600N-400N) 0.850 0.842

Table 1: Classification performance of different ANN architectures.
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Figure 2: ROC curve for the DNN classifier (training on the left, test on the right).
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Figure 3: Control plots for the DNN classifier. wg denotes the class of signal observations
(Higgs boson occurrence events). wp denotes the class of backgrounds observations.

6 Conclusion

We compared the three different ANN architectures for a binary classification task for
data originating from HEP. With the architecture consisting of three hidden layers, we
were able to reach 0.842 AUC for the test sample. As our analysis shows, DNN perform
significantly better in complex classification tasks compared to the shallow networks.
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